TexSliders: Diffusion-Based Texture Editing in CLIP Space

JULIA GUERRERO-VIU, Universidad de Zaragoza - I3A, Spain and Adobe Research, USA
MILOŠ HAŠAN, Adobe Research, USA
ARTHUR ROULLIER, Adobe Research, France
MIDHUN HARIKUMAR, Adobe, USA
YIWEI HU, Adobe Research, USA
PAUL GUERRERO, Adobe Research, United Kingdom
DIEGO GUTIERREZ, Universidad de Zaragoza - I3A, Spain
BELEN MASIA, Universidad de Zaragoza - I3A, Spain
VALENTIN DESCHAINTRE, Adobe Research, United Kingdom

"small stones" + "mossy stones" P2P Pix2pix-zero SDEdit 0.5 SDEdit 0.75 Ours

"big stones" to:

Fig. 1. We present TexSliders, a diffusion-based method for texture editing. **Top row:** Given an input texture (highlighted in black) and a pair of natural language prompts describing an arbitrary edit (e.g., "small stones" to "big stones"), existing methods fail to either perform the edit or preserve the texture identity. **Bottom row:** Our approach finds a suitable editing direction in CLIP space [Radford et al. 2021], defining a slider that allows to manipulate the texture along such direction (positive and negative) while preserving its original identity. Moreover, our method allows to combine multiple editing directions, as the rightmost image shows ("small stones" to "big, mossy stones").

Generative models have enabled intuitive image creation and manipulation using natural language. In particular, diffusion models have recently shown remarkable results for natural image editing. In this work, we propose to apply diffusion techniques to edit textures, a specific class of images that are an essential part of 3D content creation pipelines. We analyze existing editing methods and show that they are not directly applicable to textures, since their common underlying approach, manipulating attention maps, is unsuitable for the texture domain. To address this, we propose a novel approach that instead manipulates CLIP image embeddings to condition the diffusion generation. We define editing directions using simple text prompts (e.g., "aged wood" to "new wood") and map these to CLIP image embedding space using a texture prior, with a sampling-based approach that gives us identity-preserving directions in CLIP space. To further improve identity preservation, we project these directions to a CLIP subspace that minimizes identity variations resulting from entangled texture attributes. Our editing pipeline facilitates the creation of arbitrary sliders using natural language prompts only, with no ground-truth annotated data necessary.

1 INTRODUCTION

Generative models have given us unprecedented ability to create and edit visual content using natural language alone. Text-to-image diffusion models are trained on hundreds of millions of images collected online, and usually offer great results for the kind of images found at scale on the Internet [Ramesh et al. 2022; Rombach et al. 2022]. However, using these models for domain-specific applications, such as texture generation, can pose new challenges.

In this work, we target the creation of textures using diffusion models, focusing specifically on texture editing. Textures are ubiquitous in image manipulation, graphic design, illustrations, rendering, and 3D modeling. While diffusion models can occasionally produce a surprisingly good texture out of the box, more precise texture manipulation remains a challenge. Recent work [Hertz et al. 2023; Parmar et al. 2023] proposed to leverage attention maps for general diffusion-based image editing, providing "weights" to focus the
editing on the desired region. While this produces impressive photograph editing results, attention maps are not nearly as informative in the context of texture. We demonstrate in the evaluation that this limits their value for texture editing.

We explore a different solution: texture manipulations in the CLIP [Radford et al. 2021] embedding space, akin to latent manipulations in GANs [Patashnik et al. 2021]. We demonstrate our method on various editing directions for textures such as weathering, scale, roughness, and more. Our approach allows to define new sliders for custom concepts with simple text prompts in a matter of minutes.

Our goal is to design a method with the following desirable properties: (1) the editing directions should be easy to define, (2) editing should preserve texture identity, (3) no ground-truth annotated data should be necessary, and (4) no modifications to the original diffusion model weights should be required.

In our work, we consider texture “identity” to include all attributes of an input texture except the ones being edited. To make the editing direction as easy as possible to define, we use two unrestricted textual prompts. We have experimented mostly with antithetic ones (e.g., “aged wood” to “new wood”) and more specific ones (e.g., “metal” to “rusty metal”), but any prompts that define an editing direction could be used. We compute dozens of possible CLIP image embeddings for each of the two text prompts using a texture prior network [Aggarwal et al. 2023; Ramesh et al. 2022]. This gives us two clusters of embeddings, one for each prompt. We then compute the direction between the two cluster centers. Averaging over multiple CLIP image embeddings factors out identity from the editing attribute to a large extent, but we still observe some identity variation when taking steps along the editing direction. We empirically find that many dimensions do not contribute to the attribute that is being edited, but rather contain noise that results in these identity variations. Thus, we propose to automatically select a subset of the dimensions from the average direction based on per-dimension intra- and inter-cluster statistical distances, effectively improving identity preservation even for large step sizes.

A key finding during our work is that identity preservation is significantly easier in diffusion models trained on image embeddings (as opposed to trained on text embeddings). Intuitively, this is due to the loss of information that occurs when describing an image (or a texture) with text, compared to the actual information contained in the image itself. We therefore leverage a diffusion model trained with image embeddings for our editing method. This diffusion model is moreover guaranteed to always produce tileable textures.

In summary, we propose an editing approach for textures by manipulating CLIP image embeddings for a pre-trained image-conditioned diffusion model using a texture diffusion prior. This is enabled by the following contributions:

- Definition of CLIP-space editing directions from text prompts.
- Pruning of dimensions for improved identity preservation.
- Analysis of our editing directions’ generalization, combinations, and use for generated images and real photographs.

Our method allows text-based texture editing through sliders constructed from simple natural language prompts, while preserving texture identity, high image quality, and tileability.

2 RELATED WORK

Diffusion-Based Generation. Diffusion models [Ramesh et al. 2022; Rombach et al. 2022] have recently revolutionized the field of image generation by creating high-quality image content from natural language prompts. They are based on the concept of diffusion probabilistic models [Ho et al. 2020; Nichol and Dhariwal 2021; Sohl-Dickstein et al. 2015; Song et al. 2021] and typically employ a UNet architecture that performs iterative denoising from random per-pixel initial noise. For efficiency, this can be done in a latent space of reduced dimensionality [Rombach et al. 2022]. Importantly, they also use a conditioning mechanism to guide the denoising from an input embedding [Dhariwal and Nichol 2021; Nichol et al. 2022]. This embedding can be a class [Dhariwal and Nichol 2021], a text prompt [Nichol et al. 2022], or an image [Ramesh et al. 2022]. Text and image prompts are typically encoded into vector embeddings by large vision-language models like CLIP [Radford et al. 2021]. UnCLIP [Ramesh et al. 2022] (the base architecture of DALL-E 2) uses image embeddings previously generated by a prior network from text embeddings. Aggarwal et al. [2023] show how to specialize this prior for domain-specific contexts, such as textures. In our work we address the problem of text-based, continuous texture editing, leveraging a latent diffusion model with a domain prior. Other works focus on texture generation on 3D shapes [Chen et al. 2023; Richardson et al. 2023].

Diffusion-Based Image Editing. Diffusion models are also widely applied to solve image editing problems. SDEdit [Meng et al. 2022] allows text-based image editing by leveraging a pretrained diffusion model, re-inserting noise and continuing diffusion towards a new condition. However, for larger edits, this approach cannot preserve the identity of the original image well, due to its stochastic nature. Recently, methods like Prompt-to-Prompt [Hertz et al. 2023], InstructPix2Pix [Brooks et al. 2023], Pix2Pix-Zero [Parmar et al. 2023], or Diffusion Self-Guidance [Epstein et al. 2023] have shown how manipulating cross-attention maps can help retain the structure of the original image. These maps could also be used in combination with self-attention and certain intermediate layers of the diffusion UNet to better preserve global consistency [Hertz et al. 2023; Tumanyan et al. 2023]. These methods can be applied to diffusion-generated images or to real photographs with the help of inversion [Mokady et al. 2023]. However, cross-attention maps rely on semantic information, which is usually missing in textures (see Figure 2), and we find that the performance of these methods on texture editing degrades. Imagic [Kawar et al. 2023] better preserves identity by fine-tuning both the text embedding and the weights of the diffusion model. While this gives compelling editing results, it requires a lengthy fine-tuning process for each target edit and each input image. Other approaches have been proposed to guide the editing by example images instead of text [Šubrtová et al. 2023]. Concurrently, Concept Sliders [Gandikota et al. 2023] proposes to find edit directions in the parameter space of a diffusion model through composable low-rank parameter updates. While we share a similar goal, we use the orthogonal approach of finding edit directions in the CLIP embedding space, rather than in the parameter space of the diffusion model, and our method does not require any fine-tuning or other changes to the diffusion model itself.
We review design decisions made when editing with diffusion models. We build upon an existing latent diffusion model without the need for complex procedural representations. This is more challenging for diffusion models, which typically lack such manageable space. Recent work has shown that a more convenient space can be found in pre-trained models trained on the specific data of interest [Aggarwal et al. 2023; Ruiz et al. 2023]. An alternative to fine-tuning an entire diffusion model is to attain domain-specific generation by means of a prior model trained on the specific data of interest [Aggarwal et al. 2023; Ramesh et al. 2022; Zhou et al. 2023a]. This prior model, given a textual input, outputs an embedding (an image representation) that can then be used as conditioning to a diffusion decoder to produce images generative by a diffusion model conditioned with two text prompts (top rows) and images (bottom rows). In both cases, each column represents a different seed when sampling the diffusion model. Text conditioning, even with a specific prompt (second row), maps to a larger region in appearance space and can thus result in many different visual identities, while image conditioning maps the result to a more specific appearance. Text conditioning is done with SD 1.4 [Rombach et al. 2022], and image conditioning is done with the Latent Diffusion Model of Aggarwal et al. [2023].

Cross-Attention Maps. Previous work on image editing with diffusion models (Prompt-to-Prompt [Hertz et al. 2023] and subsequent follow-up works [Brooks et al. 2023; Mokady et al. 2023]) made the key observation that the spatial layout of the generated image depends on the cross-attention maps, which are spatial attention maps computed for each token of the text prompt (see Figure 2, top row). These maps help with identity preservation during the editing process, avoiding the need to mask a part of the image as often done in previous methods [Avrahami et al. 2023, 2022; Nichol et al. 2022], and which is impractical for textures. Cross-attention maps yield impressive results for non-texture images that typically have a clear structure with individual objects that correspond to phrases of the prompt. Attention maps encode this structure and can be used to both manipulate or preserve it. However, textures usually lack such a clear separation into individual objects, and thus cross-attention maps are unable to capture structure and map it to the textual prompt, failing to properly represent identity (Figure 2, bottom row). Consequently, our approach does not employ cross-attention maps; instead, it relies on finding a direction in CLIP embedding space that preserves identity, as explained in Section 3.3.

Domain-Specific Generation. Large pre-trained models have yielded remarkable performance on specific subspaces when fine-tuned on smaller datasets [Deschaintre et al. 2023; Gal et al. 2022a; Ruiz et al. 2023]. An alternative to fine-tuning an entire diffusion model is to attain domain-specific generation by means of a prior model trained on the specific data of interest [Aggarwal et al. 2023; Ramesh et al. 2022; Zhou et al. 2023a]. This prior model, given a textual input, outputs an embedding (an image representation) that can then be used as conditioning to a diffusion decoder to produce
We use a Latent Diffusion Model alongside a domain diffusion with variance in the generated images than using image conditioning. We term these image embeddings $\mathcal{P}$ and $\mathcal{D}$, which are diffusion models trained to generate texture-like images from the image embeddings in the “texture” part of the CLIP L/14 embedding space. More specifically, the diffusion prior is trained to generate the final image, constrained to the subdomain the prior was trained with.

Textures are a specific subdomain within the larger distribution of images typically learnt by diffusion models. To help preserve identity and to constrain the generation to textures, our approach employs a diffusion prior model trained on textures, described in Section 3.2, instead of fine-tuning the entire model.

Manipulations in Image Embedding Space. We seek to control the editing process by means of sliders with semantic meaning, which can be defined with simple text prompts. While the editing directions could thus be defined in text embedding space [Deckers et al. 2023; Ramesh et al. 2022], we observe that the notion of texture identity is more easily preserved in image embedding space. Intuitively, it is easier to define the appearance of a texture with images than with textual descriptions, since these typically cannot describe all the details that constitute its identity. An intuition of this is given in Figure 3, where we compare text- and image-conditioned generation, and show that even a detailed textual prompt leads to a much higher variance in the generated images than using image conditioning.

3.2 Diffusion Model

We use a Latent Diffusion Model alongside a domain diffusion prior [Aggarwal et al. 2023; Ramesh et al. 2022] trained for the texture domain, as described in Section 3.1.

The domain diffusion prior is a diffusion model trained to generate CLIP image embeddings matching a given CLIP text embedding, as shown in Figure 4 (top). Note that this is a generative process, as there are generally multiple image embeddings matching a text embedding. More specifically, the diffusion prior is trained to generate image embeddings in the “texture” part of the CLIP L/14 embedding space, encouraging the generation of texture-like images from the main, pre-trained latent diffusion model. The diffusion model is trained on a dataset of 77M images with no humans or text, and the prior is trained separately on a 10M subset of that dataset, classified as textures. The prior further allows the use of text prompts to interact with a network trained on image embeddings, while retaining high generation quality and prompt alignment.

3.3 Computing Sliders for Texture Editing

As described above, our method employs a diffusion model $\mathcal{D}$ coupled with a texture diffusion prior $\mathcal{P}$, and performs the editing in image embedding space. We thus seek to define a direction $\mathbf{d}$ in such space, specified by a pair of simple text prompts that describe the original and target appearance (e.g., from “metal” to “rusty metal”), and which will act as a slider: marching along such direction (positive and negative) will progressively increase or decrease the intensity of the desired edit.

Figure 4 (bottom) illustrates this. We first compute the CLIP text embeddings of the original and target prompts, and feed them to the prior $\mathcal{P}$, yielding image embeddings within the texture domain that fit the textual descriptions. In order to obtain a robust representation of the editing prompts, we compute a set of $n_t$ image embeddings for the original and target prompts by sampling the diffusion prior. We term these image embeddings $\mathbf{o}^{(i)}$ and $\mathbf{t}^{(k)}$, respectively, with both $i$ and $k \in \{1...n_t\}$. The number $n_t$ of image embeddings is an adjustable parameter that we set to 150 in our experiments for both the original and target embeddings. We then define an initial editing direction $\mathbf{d}'$ in image embedding space as the difference between the centroids of the clusters formed by the original and target embeddings. Note that $\mathbf{d}' \in \mathbb{R}^{768}$, as it corresponds to the dimensionality of the image embedding obtained from the diffusion prior model.
Each component $d_j^\prime$ is given by:
\[
d_j^\prime = \frac{1}{n_e} \left( \sum_k t_j^{(k)} - \sum_i o_j^{(i)} \right).
\]

Computing multiple image embeddings to obtain this initial direction aids in disentangling the relevant attribute(s) from the rest but does not suffice, leading to poor results (see Figure 4, bottom left). To better preserve the identity of the input texture while progressively changing only the desired attribute, we need to select the subset of relevant dimensions, avoiding those that do not contribute to the desired edit, or lead to identity variations.

We select the relevant dimensions based on their intra-cluster variability, as given by the standard deviation $\text{std}$, compared to their inter-cluster variability, as given by the distance between cluster centroids. Dimensions with high inter-cluster variability typically contribute more to the desired edit, while dimensions with high intra-cluster variability typically encode the identity of each individual texture. We therefore select those dimensions whose inter-cluster variability is larger than the intra-cluster one, as those are more likely to be representative of the edited attribute only. We set the remaining dimensions to zero. The components of our resulting direction vector $\mathbf{d}$ (shown in Figure 4, bottom right) are thus:
\[
d_j = \begin{cases} d_j^\prime, & \text{if } |d_j^\prime| > \tau \cdot \text{std}(t_j^{(k)}) \text{ and } |d_j^\prime| > \tau \cdot \text{std}(o_j^{(i)}) \vspace{1mm} \\
0, & \text{otherwise.} \end{cases}
\]

The relationship is modulated by a threshold $\tau$ (typically 0.8 in our experiments), and applied over normalized vectors $d_j^\prime$, $t$ and $o$, so that the comparison is meaningful.

Given $\mathbf{d}$, we can march along that direction to obtain different degrees of the desired edit, for instance by means of a slider. In particular, given the image embedding $e_0$ of a texture we wish to edit, the final image embedding $e_\alpha$ becomes:
\[
e_\alpha = e_0 + \alpha \cdot \mathbf{d},
\]
where $\alpha$ modulates the intensity of the edit, and can take positive or negative values. The resulting $e_\alpha$ is then used as conditioning in the diffusion model $\mathcal{D}$ to generate the final, edited texture image.

Definition of New Sliders. Besides using precomputed sliders for editing, users can easily create new ones adapted to their needs by providing two text prompts; defining a new slider takes about 2 minutes on a single A10G GPU (in our unoptimized implementation).

4 RESULTS

We evaluate our diffusion-based editing approach on textures representing different kinds of materials, with various editing directions. We first explain the details of our test dataset containing both diffusion-based generated and real photographs of textures (Section 4.1). We qualitatively evaluate our results on generated images in Section 4.2, including an ablation study of the main components of our method, and additional results on real photographs of textures in Section 4.3. In Section 4.4, we compare to alternative diffusion-based image editing approaches, including a quantitative comparison to previous works. Finally, Section 4.5 includes further evaluation about the generality of our method for multiple practical applications. Additional results and implementation details are available in the Supplemental Material.

4.1 Test Dataset

To exhaustively evaluate our approach on a diverse set of textures, and given the lack of standard benchmarks for this purpose, we create a test dataset of generated and real photographs of textures, paired with editing attributes. We first define a set of seven material types, typically found in 3D creation tools: bricks, fabric, leather, metal, paper, stones, and wood. Then, we define between one and four prompts for nine of the main editing attributes that people use to describe materials [Deschaintre et al. 2023], such as "rough" and "smooth" for the attribute touch, or "aged" and "rusty" for weathering. We filter the [material, attribute] pairs that are semantically valid, and generate two different textures for each pair, using the original prompt formed by material and attribute (e.g., "smooth stones", or "aged wood") and two different random seeds for the diffusion prior. Finally, we add two real photographs of textures for each material type (from Adobe Stock [2023]), making a total of 80 images (66 generated and 14 real) associated to a pair of original and target prompts. Our full dataset is included in the Supplemental Material.

4.2 Qualitative Evaluation

Our editing method is conceptually simple and zero-shot, since it does not require ground-truth data, nor training or fine-tuning of the diffusion model. We evaluate its performance on our test dataset, and show some representative results in Figure 5. Since the output of our pipeline is a direction in the embedding space that conditions the diffusion model, we can obtain different degrees of the desired edit by marching along the direction (varying $\alpha$ in Eq. 3), even extrapolating in the forward ($\alpha > 1.0$, rightmost column) and backward ($\alpha < 0.0$, first and second columns) directions. Our method successfully performs challenging edits, such as those related to weathering ("aged", "rusty", or "mossey"), metallicity, or touch ("rough" to "smooth"), on various material types. Importantly, most of these edits require globally changing all regions of the texture, which we accomplish while preserving the identity of the input texture.

Ablation Study. We ablate our key design choices and evaluate how they impact performance, in terms of disentanglement of the editing attributes and identity preservation. Figure 6 shows results for the "metal" to "rusty metal" example. In the top row, we use a single image embedding given the original and target prompts ($n_e = 1$); the results fail to preserve the identity of the input texture, due to the entanglement of attributes along the resulting direction. The middle row shows results using several image embeddings, but using the direction $d^\prime$, i.e., including all dimensions in CLIP space ($d^\prime \in \mathbb{R}^{768}$). Although the editing improves, the identity of the input texture is still not properly maintained. In contrast, our approach (bottom row) selecting a subset of relevant dimensions yields good edits while preserving the identity. Further ablations, including different methods to select the subset of relevant dimensions, can be found in the Supplemental Material.
Fig. 5. **Qualitative results.** We show our method on different kinds of materials for various editing directions. We can see that our method applies convincing editing, including when extrapolating the directions (two leftmost columns and rightmost column), and preserves well the texture identity. Here we use generated input textures; Figure 7 and the Supplemental Material provide results also on photographed inputs.
We compare to using a single classifier-free guidance (guidance scale = 7), and the same dimensions \(d'\) and these are a faithful representation of the texture appearance (see Figure 3), we can use the CLIP embedding of any input image as conditioning to reconstruct it. From this embedding and a pair of prompts, we can use our method to compute the editing direction \(d\) and generate textures with different degrees of editing. We show examples of these results using real photographs in Figure 7, where our method successfully edits different material types and attributes, such as wetness and smoothness. While out of the scope of this work, our method successfully edits the texture maintaining its original structure.

4.3 Real Photographs
Our results are not limited to diffusion-based generated textures. Since the diffusion model is conditioned on CLIP image embeddings, and these are a faithful representation of the texture appearance (see Figure 3), we can use the CLIP embedding of any input image as conditioning to reconstruct it. From this embedding and a pair of prompts, we can use our method to compute the editing direction \(d\) and generate textures with different degrees of editing. We show examples of these results using real photographs in Figure 7, where our method successfully edits different material types and attributes, such as wetness and smoothness. While out of the scope of this work, we could further improve the accuracy of the reconstruction, and hence our editing results, by inverting the diffusion model (e.g., using null-text inversion [Mokady et al. 2023]).

4.4 Comparison to the State of the Art
Last, we compare our approach to previous state-of-the-art diffusion-based image editing methods. To the best of our knowledge, ours is the first diffusion-based editing framework targeting the domain of textures, so we compare to general methods for natural images. Since these methods use Stable Diffusion [Rombach et al. 2022] as generative model, and do not include a textures domain prior, for fair comparison, we add the preamble “a texture of...” to all prompts in our test dataset. With that, we restrict the generated images of Stable Diffusion to the textures subspace. We use the same number of diffusion steps, 50, and the same classifier-free guidance (guidance scale = 7.5) for all methods.

Table 1. 

<table>
<thead>
<tr>
<th>Method</th>
<th>↑ CLIP-Direction</th>
<th>↑ CLIP-Im2Im</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2P</td>
<td>0.0880</td>
<td>0.9033</td>
</tr>
<tr>
<td>Pix2pix-zero</td>
<td>0.0811</td>
<td>0.8667</td>
</tr>
<tr>
<td>SDEdit 0.5</td>
<td>0.0706</td>
<td>0.8753</td>
</tr>
<tr>
<td>SDEdit 0.75</td>
<td>0.0690</td>
<td>0.8707</td>
</tr>
<tr>
<td>Ours</td>
<td>0.1063</td>
<td>0.9303</td>
</tr>
</tbody>
</table>

We include results of SDEdit [Meng et al. 2022]\(^1\) at two different noise levels (0.5 and 0.75), Prompt-to-Prompt (P2P) [Hertz et al. 2023]\(^2\), and Pix2pix-zero [Parmar et al. 2023]\(^3\), the last two using cross-attention maps to keep structural information.

As shown in Figure 8, our results exhibit both strong identity preservation, as well as good adherence to the target prompt. Contrarily, SDEdit shows an undesirable trade-off between both, where if using a low noise level (0.5) the identity is preserved but the appearance is hardly edited (e.g., “mossy bricks”), or if the noise level is increased to 0.75 the edit is performed but the identity changes noticeably (e.g., “rusty metal”). Pix2pix-zero and P2P both demonstrate clear loss of identity in several cases, or even some noticeable visual artifacts that push the result out of the texture domain (e.g., “big stones”), due to their reliance on cross-attention maps that are unsuitable for texture editing. We also outperform previous methods on real photographs (last row), despite the fact that our approach does not use inversion for reconstruction, unlike P2P and Pix2pix-zero. Remarkably, our approach is the only one able to successfully perform scale changes in the pattern (e.g., “small stones” to “big stones”), as in that case texture identity is not defined by the spatial structure.

Quantitative Analysis. As a perceptual task, it is not trivial how to quantitatively measure the quality of an edit (both in terms of adherence to the edit and identity preservation). In order to give an objective comparison, we follow previous works and use metrics in CLIP embedding space, as follows:

- CLIP-Direction: Measures edit adherence as cosine similarity between the directions in CLIP space of the pre/post edit text prompts and images [Brooks et al. 2023; Gal et al. 2022b].
- CLIP-Im2Im: Measures identity preservation as cosine similarity in CLIP space between input and edited image [Brooks et al. 2023].

We show in Table 1 that our approach significantly outperforms previous work in both metrics, supporting our conclusions from the qualitative comparison.

\(^1\)Public implementation in the diffusers library: https://huggingface.co/docs/diffusers/api/pipelines/stable_diffusion/img2img
\(^2\)Official implementation paired with null-text inversion from: https://github.com/google/prompt-to-prompt
\(^3\)Official implementation from: https://github.com/pix2pixzero/pix2pix-zero
4.5 Generality

We further evaluate our approach’s generality along three axes: (a) generalization of edit directions across material types, (b) combination of multiple edit directions, and (c) using images instead of text to describe the editing direction.

To evaluate (a), we apply directions computed for a certain material to a different one, showing reasonable results in exchange for a small identity loss (see Figure 9, left, and the Supplemental Material). We demonstrate (b) through full matrices of edit combinations in the Supplemental Material. The diagonal of the matrix that combines scale and mossiness for stones (from (-1,-1) to (+1.5,+1.5)) is shown in Figure 9, right. Last, regarding (c), when an editing direction cannot be captured well by two textual prompts but we have instead a set of image pairs that illustrate the change, we can first obtain the CLIP embeddings of such set of images and then apply our method to compute the editing direction. This is possible because our approach operates in CLIP image space, and generalizes well across multiple material types. We show successful results using 20 images of textures cropped and resized to define both original (“zoomed in”) and target (“zoomed out”) clusters in the Supplemental Material.

5 DISCUSSION AND LIMITATIONS

We propose TexSliders, a diffusion-based texture editing approach that enables slider-like disentangled editing for customized directions. To do this, we leverage image-conditioned diffusion models together with a texture diffusion prior and explore the CLIP image space to derive identity-preserving editing directions. We show that our simple yet effective solution is superior to other image editing methods when applied to the texture domain.

Our method is not free of limitations. Since we leverage CLIP space for diffusion-based texture editing, our approach inherits some limitations from the diffusion model and the CLIP representation. For some cases, the intended editing may fail to change the texture appearance significantly, and a key observation in this regard is that CLIP and the diffusion model can be more sensitive to some concepts compared to others. For example, we found that CLIP represents the concept “vertical” better than “horizontal”; as a result, the CLIP-conditioned generative model biases the generated textures toward vertically-oriented patterns, and textures with vertical stripes can struggle to turn horizontal despite following the corresponding editing direction (Figure 10, top row). We also note that in some cases the identity of the input texture is not perfectly preserved during the editing; an example is shown in Figure 10 (middle row), where the edit is performed, but the pattern of the cobblestones is not completely preserved. This may be due to noise or spurious dimensions remaining present in the editing direction, and other methods for dimension selection could be explored. Identity preservation can also be hampered when extrapolating in the editing direction too far from the input texture, leading to embeddings outside the sampled distribution (e.g., last column in Figure 10, bottom row). One must note that the notion of identity in textures is not a formally defined one, even if it is arguably easy to judge qualitatively. For our purposes, identity depends on the input texture and the attributes being edited, and it includes all other attributes of the input texture except the ones being edited. We leave an in-depth study of texture identity in diffusion-based models for future work. We focus on color textures in this work, from which material maps could be approximated [Sartor and Peers 2023; Vecchio et al. 2023]. Extending our editing approach to such material maps should be possible, although current material diffusion models rely on a relatively limited amount of data (orders of magnitude smaller than for images), which would limit their expressivity. Better understanding the CLIP embedding space for images [Zhou et al. 2023b], and for the particular case of textures [Deschaintre et al. 2023; Wu and Maji 2022], is also an interesting line of research, both for synthesis and editing. Finally, the integration of our approach within a complete user interface would allow for artists to provide feedback about its usability and desirable improvements.
TexSliders: Diffusion-Based Texture Editing in CLIP Space

Fig. 8. **Comparisons to state-of-the-art methods.** For every input image, and pair of prompts that define an editing direction, we show the output of the following diffusion-based editing methods (from left to right): Ours ($\tau = 0.8$, $\alpha = 1.5$), Prompt-to-Prompt (P2P) [Hertz et al. 2023] (cross_replace_steps = 0.8, self_replace_steps = 0.3), Pix2pix-zero [Parmar et al. 2023] (xa_guidance = 0.5), and SDEdit [Meng et al. 2022] with noise levels 0.5 and 0.75, respectively. We can see that our approach leads to much better identity preservation and realistic editing, following the desired direction.

Fig. 9. **Generalization and multi-dimensional edits.** Left: We show that using directions computed for bricks ("aged" $\rightarrow$ "new") generalize to other classes such as wood. Right: We evaluate the combination of multiple editing directions ("small stones" $\rightarrow$ "big stones" and "mossy stones"). We show here the diagonal of the matrix of edits, where both directions are changed by the same amount (see complete matrices of edits and additional results in the Supplemental Material).
Our method enables pre-computation of editing directions that can be used as sliders to edit specific attributes of any input texture. Besides, one can compute any new custom direction specified via two unrestricted text prompts—or alternatively with sample images, see Section 4.5—in under two minutes. Our work is not only the first to propose diffusion-based editing for the domain of textures, but also has the potential to be adapted to other domains, such as vector graphics-like images.
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