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Abstract

Finding an effective control interface to manipulate complex geometric objectshas traditionally relied on ex-
perienced users to place the animation controls. This process, whether for key framed or for motion captured
animation, takes a lot of time and effort. We introduce a novelsketching interface control systeminspired in the
way artists draw, in which astrokedefines the shape of an object and reflects the user’s intention. We also intro-
duce thecanvas, a 2D drawing region where the users can make their strokes, which determines the domain of
interaction with the object. We show that the combination of strokes and canvases provides a new way to manip-
ulate the shape of an implicit volume in space. And most importantly, it is independent from the 3D model rig.
The strokes can be easily stored and reused in other characters, allowing retargeting of poses. Our interactive
approach is illustrated using facial models of different styles. As a result, we allow rapid manipulation of 3D faces
on the fly in a very intuitive and interactive way. Our informal study showed that first time users typically master
the system within seconds, creating appealing 3D poses and animations in just a few minutes.

Categories and Subject Descriptors(according to ACM CCS): I.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction Techniques; I.3.7 [Computer Graphics]: Three Dimensional Graphics and Realism—
Animation;

1. Introduction

Digital characters and animations are everywhere.
Videogames and films drive the demand for powerful
yet intuitive interfaces to allow animators to quickly
produce final results. Usually animators work with rigged
models: we can loosely define a generalized rig as a
structured set of transformation and deformation elements
that can modify an associated geometry by manipulating
a set of controls. The rig can range from a simple bone
system to a more sophisticated hierarchy of elements. As the
complexity of the rig grows, creating the required different
shapes and poses of the model by hand quickly becomes
impractical. Thus, it is challenging for non-expert artists
to master the manipulation and creation of rigs in a short
period of time. User interfaces associated to the rig provide
high-level controls masking most of the technical difficulties
of the animation process, allowing for an easy manipulation,

thus helping the user focus on the creative issues. While
high-level rigs can simplify the animation process, encapsu-
lating a set of control objects on a single element presents
a particularly challenging problem: designing an interface
that intuitively maps the manipulation of the control to the
model deformation while increasing the rig usability. Our
goal is to employ a sketch based user interface to control
model deformations, so that complex shapes can be defined
with just a freehand drawing.

In this paper we present afacial sketching interface con-
trol systembased on simple strokes on a 2D canvas (see
Figure 1). Sketching is an increasingly popular way to cre-
ate, deform or control 3D models. It enables the user to cre-
ate animations and free-form object deformations intuitively
[IMT99] (e.g. designing a 3D model by drawing its silhou-
ette), or to control the animation of a character [TBvdP07].
However, while most of these approaches act on the 3D mesh
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Figure 1: System overview. left: drawing window where the
user creates the 2D strokes; middle: 3D facial pose based on
the strokes; right: retarget of facial poses.

of the model, our method acts directly on the rig of the
model, allowing for direct manipulation of the rig deform-
ers. In addition, traditional manipulation techniques that rely
on transform and attribute controls do not always follow the
design of natural interfaces [Nor02], making their usability
cumbersome for less experienced users.

Our solution allows the user to control an object without
understanding the inner structure of the 3D model, and to
intuitively create facial poses from scratch without manip-
ulating complex rigs. Additionally, the poses can be retar-
geted to different models in a natural way, by storing the 2D
strokes and later reusing them in a different model:Sketch
Once, Use Many. As a result, we allow rapid animation in
real time by sketching strokes on a virtual canvas.

Our work is inspired by Wobbrock et al. [WWL07] that
shows how gesture-recognition, sketch-based systems allow
for fast performance with little training. However, they are
not intuitive as the user must draw in a specific way to
make the system work properly. Also, while previous meth-
ods work directly on the 3D mesh [LCXS09], ours allows
editing in 2D space, which is more intuitive than working
directly on 3D models [SMND08].

We illustrate our approach, implemented in Maya, with
several facial models of distinct artistic styles: from photo-
realistic to cartoon. Additionally, we have carried out an in-
formal study that shows how users with little or very limited
expertise on 3D modeling can quickly create complex poses
with our system. Expert artists can also benefit from our ap-
proach, by using the system for rough, quick blocking out of
poses for animation.

The main contributions of our work are: (1) a facial
sketching interface control system, which allows manipu-
lating large number of control objects of the rig through a
single control curve, the stroke; (2) a method to automate
the movement of the control objects of the rig on theZ-axis,
which automatically maps the deformation from 2D to 3D;
(3) a retargeting technique, which allows reusing the strokes
in different models.

2. Related Work

Research on sketch-based interfaces dates back to the
SketchPad System [Sut64], which allowed creation and ma-
nipulation of objects on a screen using a light-pen input.
However, creating a consistent system that provides a natu-
ral interface that understands the user’s intention and display
the correct result is still an open issue. The challenge behind
sketching is to interpret what the stroke must do. Most previ-
ous sketching approaches deal with the creation, editing and
deformation of 3D models [ZHH96,IH03]. For a more thor-
ough review on sketching, we refer the reader to the survey
by Olsen et al. [OSSJ09, JS11]. Our approach differs from
those as we use sketching to control the structure underneath
the 3D model - the rig. In this section we focus on those
techniques most closely related to our work: sketch-based
interfaces as control systems for 3D model manipulation.

Today, we can find tools for direct 3D manipulation of
models in commercial modeling packages, like Maya and
Blender. But, few sketch-based systems have explored the
use of strokes as a control interface and not just for model-
ing [NISA07, SSB08], as the design of the widgets do not
follow the sketching paradigm [Hou92, IH01]. Another ma-
jor problem is that sketch-based interfaces lose precision
when trying to manipulate a 3D model, because they do not
control directly the details of the mesh. This goes against
the nature of freehand drawing. A study found out that users
are not satisfied with imprecise controls [IH01]. Thus, it be-
comes necessary to provide a method that bridges the gap
between sketch-based interfaces and traditional 3D model
manipulation [CSH∗92]. Traditional approaches rely on the
user to create a rig to control a 3D model. A rig can be based
on shapes, bones or a combination of both. Editing the rig
directly quickly becomes impractical when the complexity
of the rig grows. Osipa [Osi07] presented a facial control in-
terface that provides a high level viewport to edit the model
and animations, but it only supports shapes.

Our work gives special attention to the control interface
for facial rigs. Using sketching to generate 3D facial ex-
pressions has been explored by several researchers. Facial
sketching requires methods that can cope with subtle skin
deformation. The uniqueness of each face makes facial syn-
thesis so challenging. The smallest anomaly in the face
shape, proportion, skin texture or movement is immediately
detected and classified as incorrect. Chang et al. [CJ06] al-
low changing the shape of face by editing two curves: ref-
erence and target. The reference curve allows the user to se-
lect the facial features on the mesh and the target curve de-
termines the new shape of the mesh. Lau et al. [LCXS09]
build upon this concept but allow animators to use pre-
recorded data to eliminate the unnatural expressions that can
be generated due to ambiguous user input. Sucontphunt et
al. [SMND08] allow creating facial expressions on a 3D
model by manipulating the control points of a set of pre-
defined curves on a 2D portrait.
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The novelty of our work lies in the direct manipulation
of the underlying rig structure. Despite the lose of precision
on sketch-based interfaces, in our approach the quality of the
deformations are constrained by the rig. Our system does not
need additional curves or use pre-recorded data. Also, it is
not limited to a set of predefined curves with control points,
but allows the user to generate facial deformation with any
stroke and change the stroke at any point.

3. System Overview

Manipulating by hand each component of the rig (joints,
shapes, deformers...) quickly becomes impractical when
complexity grows. We have created an application in Maya
that allows controlling simple and complex rigs based on a
new approach. We begin with a rigged 3D model and a can-
vas. The canvas serves as a simple animation control system
where the model deformation is sketched on. The user draws
free-form strokes on the canvas and the system automatically
creates the correspondent deformation on the 3D model dis-
played on a separate, side-by-side window. A stroke is repre-
sented by a curve and the canvas is a 2D drawing region. The
user can then indefinitely refine the strokes and save poses at
anytime, which can then be used for blendshape or keyframe
animation. The user can also store the strokes and re-used
them in different 3D models that have the same rig structure.

There is an initial setup step that lets the user assign
the correspondence between the joints of the 3D model to
each canvas. Then, the user is able to start controlling the
model through strokes on the pre-defined canvas. The user
can sculpt, retarget and animate facial expressions.

4. Definition and Method

The method generates a NURBS curve for each 2D stroke
the user draws on a canvas, and associates the stroke to the
corresponding control objects of the rig to deform its mesh.

Sketching Representation.We define a strokeS as an
ordered set of points{s0, ..,sn−1}, which is drawn onto a 2D
region we call canvasC. Each canvas can support multiple
strokesS, which are stored as parametric NURBS curvesN.
Each curveN is parameterized witht edit points, wheret is
the total number of joints associated to that canvas during the
setup (see Figure2). We generate the curveN by chosing the
edit pointsepi by distance along the total number of points,
n, of the original strokeS:

epi = S

(

i ∗ (n−1)
t −1

)

i = 0, .., t −1 n> t (1)

Deformation Window. The shape and position of a stroke
affects the associated control object in the 3D model. Thus,
the combination of stroke and canvas becomes the effective
controller of a region of the 3D model. This model is a 3D
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Figure 2: left: input stroke S in canvas C; middle: sequence
of point samples{s0, ..,sn−1} that define S. Notice that the
samples are spaced irregularly, depending on the drawing
speed; right: creation of the NURBS curve with three edit
points (ep0,ep1,ep2). This curve corresponds to a region
rigged with three joints.

face displayed on a separate window, which we call defor-
mation windowW. The deformation windowW shows in
real time the correspondent deformation of the 3D face.

To compute the deformation windowW, we calculate the
minimum bounding rectangle (envelope) of the joints ini-
tial positions, obtaining the minimum and maximum posi-
tion valuesr0 and r1 (see Figure3 first row). To allow the
joints to move “outward” of their initial position, but also to
support exaggeration of deformations, we expand the win-
dow by a displacement valued (for thex andy coordinates).
The pointsw0 and w1 are the deformation window limits,
which are defined asw0 = r0−d, w1 = r1+d. Figure3 sec-
ond row shows a close-up of the mouth region with different
displacement values and consequently different deformation
window.

4.1. Mapping Method

Based on these definitions, we additionally define a 2D do-
main as a 2-tuple (S,C), whereS represents the stroke and
C is the canvas that contains it. Similarly, a 3D domain is
defined as a 2-tuple (R,W), whereR represents the rig of
the 3D model (joints in our case), andW is the deformation
window. The relationship between the 2D and 3D domains
defined by the mapping functionM, determines the corre-
spondence between the tuples(S,C) and (R,W) (see Figure
3 third row). We split the mapping in two stages: first, using
a simple affine mapping, we compute thexy-coordinates of
the joints to obtain theXY plane deformation; then, through
ray casting techniques, we find the value on thezcoordinate
to obtain the deformation along theZ axis.

Stage 1:XY-Plane Deformation The method starts by
computing thexy-coordinates of the joints of the rig. The
rectangular window of the canvasC is mapped to the corre-
sponding rectangular window of the deformation windowW,
by means of axis-aligned, non-uniform scaling. The method
computes the mapping between the curve edit pointsepi and
the correspondent joints of the associated region. The new
position of the jointj i on theXY-plane is defined byj i = a∗
epi +b, with i = 0, .., t −1, wherea= (w1−w0)/(c1− c0)
andb= w1−c1∗a. The pointsc0 andc1 define the limits of
the canvas.
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Figure 3: first row: deformation window W where the joints
movement take place, the initial position of the joints are rep-
resented by highlighted circles; The value d represents the
displacement to expand the deformation area; second row:
close-up of the mouth region with different d values on the
x coordinate; Notice that the deformation window increases
from left to right; third row: represents the mapping M be-
tween the canvas C and the stroke S with the deformation
window W and the rig R;

Stage 2:Z Axis Deformation So far, the method has only
changed thex andy coordinates of the joints, but to obtain a
3D deformation it needs to change the values on theZ axis.
We consider two different deformations in theZ axis: defor-
mation over the surfaceZtangent and deformation innormal
direction of the surfaceZnormal (see Figure4).

n initial 
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Figure 4: left: Ztangentdeformation over the surface; the lips
must follow the contours of the face and not stick out in front
of the cheek. right: Znormal deformation in normal direction
of the surface; useful if we just want to protrude the nose of
Pinocchio.

TheZtangentdeformation is based on ray casting, and it is
a z-adjustment over the surface while the user changes the
xy-coordinates (see Figure5). To deform the Z axis we start

by duplicating the original 3D model mesh. We call the orig-
inal mesh Active meshAm and the duplicate Reference mesh
Rm. We hideRm and use it only as a local coordinate refer-
ence. The mesh that will be deformed isAm. In Am, the joint
j is moved from its initial positionj0 to position j1 by the
XY deformation part of the method (stage 1). To change the
joint z coordinate and get to the final joint position overRm,
the method calculates the auxiliary pointpaux in front of the
mesh by adding the joint positionj1 to its normal vector~n
(paux = j1 +~n). Then, it casts a ray~r from paux in the in-
verse normal direction. The intersection point between~r and
Rm is j2, the final position of the joint with thez coordinate
computed.

j
1

R
m

r

A
m

R =
m

j
0

A
m

n
p

aux

R
m A

m

p
aux j

2

Z

Y

Figure 5: Ztangentdeformation; left: j0 is the initial position
of the joint; middle: j1 is the position after the xy-mapping,
which is not tangent to Rm; right: the final joint position j2
is calculated according to j1, its normal vector~n, point paux

and the ray~r cast from it.

TheZnormal deformation is defined for all those situations
when all the user wants is to modify the model in theZ
axis and leave thex andy coordinates unchanged (see Pinoc-
chio’s nose in Figure4).

4.2. Collision Detection

Collision detection continues to be a fundamental problem in
computer animation and modeling [KHI∗07,SPO10]. Find-
ing collisions accurately is key to achieve realistic behavior
of 3D model deformations. Next, we provide the details of
our collision detection implementation that uses ray casting.
The method considers collisions between polygons of dif-
ferent meshes and between polygons of the same mesh (see
Figure6).

We start with two meshes,Am that is moving towardsCm,
and a joint j associated to meshAm (see Figure7). A stroke
movesj from position j0 to position j1, which defines vector
~s representing the stroke direction. The method casts a ray~r
from j1 in the direction of~s. The intersection point between
~r andCm is pi . The method also takes into account a colli-
sion distance defined by the user. This distance determine a
collision region aroundCm where sketching is not possible.
This is necessary to avoid unwanted artifacts, caused by the
polygons ofAm around jointj intercepting the surface ofCm.
Ray~r, pi and the collision distance define the collision point
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Figure 6: top row: collision detection between polygons of
different meshes (skin-eye); bottom row: collision detection
between polygons of the same mesh (skin-skin); From left
to right, a) without collision detection; b) and c) collision
detection with different collision distances; the yellow areas
are collision regions where the joint (blue circle) is not al-
lowed to go.

pc. When j reachespc the method detects a collision and
stops the movement of the mesh. Then, to be able to detect
if a new stroke (represented by vector~s′) is a valid action,
we define a collision vector~c as the inverse of~s (~c=−~s). If
the angleθ between~s′ and~c is more than 90◦, the stroke is
invalid because it would takej into the collision region (red
vector~s′ in Figure7). Otherwise the sketching can continue
(blue vector~s′ in Figure7).
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Figure 7: Collision detection between different meshes. left:
collision point pc is defined by mesh Cm, joint j, stroke vec-
tor ~s, ray~r cast in the same direction and the collision dis-
tance; right: if the angle between the new stroke (~s′) and
collision vector~c (inverse of~s) is more than 90◦ the action
is invalid; if it is less than 90◦ the sketching resumes.

To detect self-collisions the method needs to consider an-
other parameter,collision height. The stroke~s is tangent to
the surface of meshAm, so collisions between polygons of
the mesh occur constantly. We extend the method by using
an auxiliary pointpaux, calculated by adding a normal vector
with collision height magnitude to joint positionj1. Then it
is from paux that we cast the ray~r to find pc.

5. Facial Sketching Application

We illustrate the flexibility of our method to build a sketch-
ing interface control system for facial animation. It is im-
plemented as a plug-in for Maya 2010, chosen for prototyp-
ing and testing purposes. Our system neatly maps the mental
concept of a face as a collection of parts. Each part is a facial
region, such as, the brows, eyes, nose, cheeks and mouth. We
start with a drawing window composed of several canvases,
which are depicted as boxes on the background generic face
image. Each canvas represents a different facial region of
the 3D face model. These regions are enabled every time
the user draws a stroke, which automatically deforms the 3D
face mesh, creating facial poses. Aditionally, the poses can
be transfered to different models using our expression re-
targeting process. We refer the reader to the accompanying
video.

Our system is composed of four modules: Setup, Facial
Posing, Expression Retargeting and Facial Animation.

Setup It is the initial step, where the user associates the
joints of the rig model to the corresponding canvas. We have
implemented a wizard interface to assist the user on the
setup process to hide the complexity of 3D modeling and
animation. The wizard is prepared so novice users can also
configure the system. Additionally, the correspondance be-
tween the rig and the canvas can be saved in a XML setup
file. Thus, characters with the same rig can use the same
file. For example, in a production with 10 different charac-
ters that share the same rig we only need to do the setup
once. If we have a new character with a different rig, we
either do the setup process or apply a rig retargeting tech-
nique [OZS08,KMML10] and then use the stored setup file.
Now, the 3D model is ready for the creation of facial poses,
retargeting and animation.

Facial PosingTo create a pose the user need to deform
the face model. Deforming the mesh of the face model is a
very straightforward and interactive process. First, the user
draws a stroke on a canvas. Then the stroke is mapped into
the 3D model, which automatically deforms the correspon-
dent facial region of the character. The user can continue
drawing strokes on different canvases to generate new defor-
mations. The user can also modify an existent stroke (tottally
or partially) and alter the shape of the mesh in real-time. The
displacement valued can also be changed in real time using
two slide bars on the interface (for thex andycoordinates). If
we increase the displacement valued, we are expanding the
deformation windowW. This is crucial for certain models,
like cartoon style characters, in which it is often necessary to
exaggerate certain regions of the face. Thus, if we decrease
d we shrink the deformation window. Figure8 shows two
strokes around the mouth, converted into two NURBS, and
the resulting deformation on the face model mesh with dis-
placement valuesd = 0.1 andd = 0.8 for thex coordinate.

Expression RetargetingBy facial expression retargeting
we mean the action of transferring the facial pose from a
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Figure 8: Close-up of the mouth region, notice how the
mouth deformation mimic the shape of strokes (NURBS
curve). left: Two strokes around the mouth, upper canvas
has a NURBS with five edit points as the rig has five joints
and lower canvas has a NURBS with three edit points as the
rig has three joints. Joints are represented by white and yel-
low circles; middle: mouth deformation with d= 0.1; right:
mouth deformation with d= 0.8.

source to a target model. In our system to retarget facial
poses we store in aposefile the strokes the user draw in the
canvases. For each canvas we save the edit pointsepi used
to generate the curve, and the displacement valued used to
compute the deformation windowW. Then, these data can
be reused in different characters as long as they share the
same rig. After the curves are loaded into the new 3D model
the user can use the sketching tool to delete, modify and re-
draw the curves to create new poses, or simply modify thed
value to adjust the proportions of the deformation.

Facial Animation As an add-on to our sketching appli-
catin we allow the user to create facial animations using the
traditional keyframe technique. Our system was designed
having in mind the usability and direct manipulation. Af-
ter creating all the facial poses the user is able to generate
animations by interpolation of poses.

6. Results and Discussion

We have presented a sketching system that allows easy and
interactive prototyping of facial poses by drawing strokes on
a virtual canvas. The system allows creating facial poses on
the fly. It supports non-hierarchy rigs, which makes it very
convenient to control 3D models with complex structures,
like a face. Our system can handle symmetric and asym-
metric characters and is independent of the underlying rig
structure. In film and videogame productions, artists are of-
ten given one base model to make all new faces (shapes).
Also, it is common that afterwards they are asked to create
new shapes or modify the existing ones. Currently, the artists
would need to fine tune the model by directly modifying the
geometry or editing existing controls to reflect the new face,
which can take a lot of time. Our method allows artists to re-
define the new shape by simply drawing a new pose. Figure
9 shows several facial poses we created with our sketching
system. All the characters share the same rig structure, there-
fore the setup was created only for one model. The model has
29 joints and it took about one minute to setup the rig to the
11 canvases.

One important feature of our system is theretargeting
of curves. Figure10 illustrates the retargeting of facial
poses between different models. The first column shows the
strokes in the canvases; column 2 shows the source model
with the pose created with the strokes from column 1, while
columns 3 to 7 show the result of the retargeting process.
Each row represents a different source model and shows
how the retargeting results vary between characters but re-
tain consistency. Notice that when the source and target char-
acters have similar facial proportions the retargeting result is
accurate. But, if the facial proportions vary significantly the
retargeting process may produce exaggerated deformations.
Figure10 row 4 shows an example of how the deformation
in the mouth breaks for extreme poses. The user can fix the
pose by modifying the curves or simply by adjusting the dis-
placement valued (see Figure10 row 5).

Testing and Validation We conducted an informal study
focusing on the usability and performance of the system.
This informal test involved one group of six graduate stu-
dents and another group of eight undergraduate students,
both with computer graphics background, plus one digital
artist and one professional Technical Director. We gave the
participants three facial expressions and asked them to re-
create each expression, first using our sketching system and
then by directly manipulating the rig, both embedded in
Maya. Participants used a mouse and a tablet PC, and re-
peated the test three times; we recorded how long it took
them to create the poses each time. This measurement al-
lowed us to roughly estimate the learning curve. There were
no precision requirements and they were encouraged to ex-
periment the potential of the system (e.g. creating poses, re-
targeting) after they finished the three expressions. Note that
participants were only instructed with a brief explanation of
what they where asked to do, i.e. recreate the facial poses.

The result of this study suggests that our system is indeed
likely to be useful for rapid creation of facial poses. Ourex-
pertparticipants, the Technical Director and the digital artist,
which regularly use 3D animation packages, took roughly
less than one minute to complete one pose using our system
and an average of five minutes to create the same pose us-
ing the individual controls of the rig. We see this as a very
positive result as they have years of training using Maya.
However, the experts mentioned that to keep precision and
speed while sketching, they rather use the strokes with visi-
ble edit points (ep), as they map directly to the joints of rig
structure and can be tuned individually.

The participants withaverage3D animation skills (group
of graduate and undergraduate students), meaning that they
were familiar with 3D animation concepts but do not regu-
larly use 3D animation software, were roughly as efficient as
the expert participants: it took them an average of 1.60 min-
utes to create one pose. The quality of the poses created by
this group were of similar quality with the poses created by
the expert participants. We believe these are very positive re-
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Figure 9: Facial poses created using our sketching system

sults. Note that, additionally, these participants did not need
instructions to use our tool, but in contrast needed extensive
explanations on how to manipulate the rig directly in Maya.
It took them about 10 minutes to create a pose in Maya. They
said it was difficult to move around the 3D space to manipu-
late the rig, while sketching in 2D felt much more natural.

The user study presented is not meant to be an exhaus-
tive, formal evaluation, but it reveals relevant information
about the usability of our system. We can conclude that
non-experts were able to create facial poses in a very short
amount of time, without any training period, leveraging the
intuitive sketching process, similar to hand-drawing. We ex-
pect to perform a thorough test to measure the precision,
speed and usability of the system and make it available to
the artist community to gather extensive feedback.

Limitations Our system is not free of limitations. We are
bounded by the limitations of the underlying rig, so that if its
quality is low, our mapping algorithm will still succeed but
the results of the deformation may not be satisfactory. Also,
our current version of the system does not detect nor fix un-
expected strokes, a feature we expect to add soon. Last, to
limit the behavior of the model it is necessary to rely on the
constraints originally built into the rig; it could be possible
to define a separate constraint system for facial animation to
work on top of the constraints of the rig.

Future Work A possible future extension is to map mo-
tion capture data to the curves and then retarget these curves
to different characters. We also aim to generalize the method
to control other kind of models like hands or ropes. We will
extend our retargeting method to support transfering strokes
to different rigs. Last, we intend to support different con-
trol objects like wires and lattice, which is actually more of
an implementation issue. The sketching system we present
can become part of different type of applications like edu-
cational learning tools, fast modeling prototyping and game
interface. It can also be integrated in a variety of devices like
digital tables, mobile phones and iPad.
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