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Motivation 
➢ Many problems in CV can be formulated as a dense image labeling 

problem 
➢ Add user knowledge in automatic systems: better solutions  

  
                                 INTERACTIVE feedback 

➢ Standard dense labeling solutions requiere a high computational cost
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or multiple binary equations per edge, so the graph is in
practice a multigraph. This could even lead to contradictory
equations, in the sense that the corresponding coefficients
of two equations may lead to different solutions if consid-
ered independently. This is not a problem for our solver, as
it is not exact but a linear least squares minimization.

Equation preconditioning. The minimization problem
described in (1) also enables the preconditioning of the
equations. Any equation can be multiplied by a precondi-
tioning factor that affects both sides. This preconditioning
factor applied to a single equation leads to an equivalent
one (x = 1 is equivalent to 5x = 5) but it also modulates
its importance, i.e., specific weight, with respect to the rest
of equations.

3.2. Pre-computed and interactive pipeline steps

The presented minimization formulation has the advan-
tage of being linear. This allows us to split the minimization
into two steps for interactive applications.

The pre-computation step first calculates superpixels and
then generates a matrix A

p

and the vector b
p

with the equa-
tions that are independent of the user interaction (basically,
equations that are just dependent on pixel positions and val-
ues). The matrix (AT

p

A

p

) and vector (AT

p

b

p

) are therefore
calculated only once.

The interactive step generates the system with matrix A

i

and vector b
i

with the equations that are related to user in-
teraction. Then they are combined to form the linear system
as follows:

A

T

A = A

T

p

A

p

+A

T

i

A

i

A

T

b = A

T

p

b

p

+A

T

i

b

i

(3)

Then, the system defined in Equation (2) is solved as
explained above. This pipeline enables a computationally
costly pre-computation step, while helps minimizing the
calculations that depend on the user interaction, reaching
interactive rates. Fig. 2 illustrates the proposed pipeline.

4. Application of the interactive dense labeling
for depth estimation

As a proof of the feasibility of using our interactive dense
labeling pipeline for real applications, we present an inter-
active image processing application that requires fast dense
depth estimation as key step. It simulates depth-of-field ef-
fects for a single image, which are generated from the inter-
actively updated depth estimation.

Our application allows the user to apply such effects in
a simpler way than other post-processing software tools.
First, the user indicates by means of simple strokes some re-
gion of the picture in the background and in the foreground.
From that sparse information, our algorithm generates an
approximate dense depth map which is used, together with

the user-provided focal distance and aperture, to simulate
the depth-of-field effect. All the process happens interac-
tively so, the user can interactively refine the depth map if
needed and get immediate feedback of the change in the fi-
nal filter.

4.1. Dense depth map from user interactions

The depth-of-field post-process requires a per-pixel
depth value, which is obtained from a very sparse and ap-
proximate user input. We apply our proposed interactive
labeling pipeline (see Section 3) specifically to this prob-
lem. Our input is the original image (RGB values) and a
sparse set of user-provided approximate depth values. The
output of the dense-labeling is a depth map that we later use
to apply the depth-of-field effect.

Superpixel segmentation. We start by splitting the input
image into SLIC superpixels [1] which groups pixels based
on color properties. We consider that each superpixel has
a single depth value. The only parameter of the superpixel
segmentation algorithm is the number of superpixels, which
can be adjusted to guarantee the interactivity of the applica-
tion. Even though the superpixel segmentation is part of the
pre-computations, and therefore could afford a greater num-
ber of superpixels, this number also defines the number of
unknowns of the linear system (the number of depth labels)
and therefore the size of the problem. As a consequence,
this number also influences the speed of the solver at the
interactive stage of the algorithm.

Figure 4. The preconditioning factor wc in binary equations prior-
itizes connections whose border pixels are similar in the CIE-Lab
color space. Those that exceed the DMAX theshold are marked as
red. It can be observed how those preserve object boundaries.

Binary equations. We establish binary relationship be-
tween depth values of connected superpixels. We consider
two superpixels to be connected when one of the pixels of
one of the superpixels is a 8-neighbor of another pixel of the
other superpixel. Given two connected superpixels p and q,
their binary relationship, represented by a binary equation,
is defined by:

w

b

(l
p

� l

q

) = 0, (4)

4

432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

3DV
#****

3DV
#****

3DV 2015 Submission #****. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Figure 3. Behavior of the interactive depth-of-field application after different user interactions. Left part: The user marks a few strokes
(different colors for different depths) to represent object positions. Each new edition interactively re-estimates depth labels and applies a
depth-of-field effect. Right part: The user moves the focus.

where l
p

and l

q

are the unknown depth values (the labels) of
superpixels p and q respectively, and w

b

is a preconditioning
factor that prioritizes connections whose border pixel colors
are similar in the CIE-Lab color space. It is defined as:

w

b

=

⇢
w

c

if d
pq

 D

MAX

1� w

c

otherwise, (5)

where w

c

2 [0, 1], and D

MAX

is and fixed experimentally
in 0.05 (d

pq

2 [0, 1]). Figure 4 shows that this limit respect
the object boundaries. The boundaries superpixels which
exceed this limit are painted in red. d

pq

represents the color
similarity between the boundary pixels of both superpixels
p and q. It is defined as:

d

pq

=
q
(B̄L

pq

� B̄

L

qp

)2 + (B̄a

pq

� B̄

a

qp

)2 + (B̄b

pq

� B̄

b

qp

)2,

(6)
where B̄

L

pq

is the mean of the luminance L channel of
the pixels inside superpixel p which are in the 8-neighbor
boundary with superpixel q. B̄

L

qp

represents the opposite:
pixels inside superpixel q which are in the boundary with
p. The definitions for the chrominance channels a and b are
analogous. All channels are normalized. w

c

modulates the
effect of the CIE-Lab color similarity over the depth propa-
gation. Lower values of w

c

tend to ignore color boundaries
and therefore blur the whole depth map, while higher values
(close to 1) may isolate certain superpixels. We experimen-
tally set this value to w

c

= 0.99.

Unary equations. With each user edition, we add a new
unary equation. The unary equations link the user input
with superpixel depths. The user input sets specific depth
values to specific pixels. For each depth value z

i

applied to

a pixel i that belongs to a superpixel p (i 2 p) we include
the following equation into the system:

l

p

= z

i

, (7)

where l
p

is the (still) unknown depth label of the superpixel.
Note that the user input can include many equations per su-
perpixel (by applying larger strokes inside it) which in prac-
tice enforces that depth value, while smaller strokes lead to
fewer equations and therefore their overall weight on the
system is smaller. This is, in fact, an expected and desired
behavior, that is not as straightforward in other labeling for-
mulations. After each stroke the system is interactively built
(as described in Section 3) and a dense depth map is ob-
tained.

Global preconditioning. The global effect of unary and
binary equations is image-dependent and rather unpre-
dictable. We force a global preconditioning of the linear
system by multiplying both sides of unary equations (7) by
wu
#u

and both sides of binary equations (4) by 1�wu
#b

, where
#u and #b are the total number of unary and binary equa-
tions and w

u

2 [0, 1] is an user parameter that controls
the weight of unary equations over binary ones. A value
of w

u

= 0.4 has been found appropriate and it is used on
all the results.

4.2. Interactive application using estimated depth

The behavior of the final application is summarized in
Fig. 3. It shows an example of the outputs while the user is
drawing different input depth strokes. Figure 8 and the sup-
plementary material show more results obtained with this
application.
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Figure 3. Behavior of the interactive depth-of-field application after different user interactions. Left part: The user marks a few strokes
(different colors for different depths) to represent object positions. Each new edition interactively re-estimates depth labels and applies a
depth-of-field effect. Right part: The user moves the focus.
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Unary equations. With each user edition, we add a new
unary equation. The unary equations link the user input
with superpixel depths. The user input sets specific depth
values to specific pixels. For each depth value z
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a pixel i that belongs to a superpixel p (i 2 p) we include
the following equation into the system:
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, (7)

where l
p

is the (still) unknown depth label of the superpixel.
Note that the user input can include many equations per su-
perpixel (by applying larger strokes inside it) which in prac-
tice enforces that depth value, while smaller strokes lead to
fewer equations and therefore their overall weight on the
system is smaller. This is, in fact, an expected and desired
behavior, that is not as straightforward in other labeling for-
mulations. After each stroke the system is interactively built
(as described in Section 3) and a dense depth map is ob-
tained.

Global preconditioning. The global effect of unary and
binary equations is image-dependent and rather unpre-
dictable. We force a global preconditioning of the linear
system by multiplying both sides of unary equations (7) by
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and both sides of binary equations (4) by 1�wu
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, where
#u and #b are the total number of unary and binary equa-
tions and w
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2 [0, 1] is an user parameter that controls
the weight of unary equations over binary ones. A value
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= 0.4 has been found appropriate and it is used on
all the results.
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The behavior of the final application is summarized in
Fig. 3. It shows an example of the outputs while the user is
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Figure 3. Behavior of the interactive depth-of-field application after different user interactions. Left part: The user marks a few strokes
(different colors for different depths) to represent object positions. Each new edition interactively re-estimates depth labels and applies a
depth-of-field effect. Right part: The user moves the focus.
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Note that the user input can include many equations per su-
perpixel (by applying larger strokes inside it) which in prac-
tice enforces that depth value, while smaller strokes lead to
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system is smaller. This is, in fact, an expected and desired
behavior, that is not as straightforward in other labeling for-
mulations. After each stroke the system is interactively built
(as described in Section 3) and a dense depth map is ob-
tained.
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dictable. We force a global preconditioning of the linear
system by multiplying both sides of unary equations (7) by
wu
#u

and both sides of binary equations (4) by 1�wu
#b

, where
#u and #b are the total number of unary and binary equa-
tions and w

u

2 [0, 1] is an user parameter that controls
the weight of unary equations over binary ones. A value
of w

u

= 0.4 has been found appropriate and it is used on
all the results.

4.2. Interactive application using estimated depth

The behavior of the final application is summarized in
Fig. 3. It shows an example of the outputs while the user is
drawing different input depth strokes. Figure 8 and the sup-
plementary material show more results obtained with this
application.

5

texto

Execution time of the whole pipeline 15,51 s  

Pre-computation stage

1. Superpixel segmentation (532 superpixels) 11,59 s  (75%)

2. Add binary equations       (1517 equations)  3,25 s  (21%)

Interactive loop
3. Add unary equations         ( 234 equations) 0,04 s  (0,25%)

4. Solve system 0,42 s  (2,5%)

5.  Build depth map 0,21 s  (1,25%)

➢ User input:
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#Labels=16
Venus

#Labels=20
Teddy

#Labels=60
time err time err time err

ICM [2] 0.52 0.12 0.46 0.10 1.90 0.13
Expansion [3] 2.22 0.02 6.94 0.02 19.9 0.05
Swap [3] 2.25 0.02 7.01 0.02 12.6 0.05
TRW-S [6] 8.84 0.02 115. 0.02 158. 0.05
BP-S [8] 1.37 0.02 8.69 0.03 21.2 0.05
BP-M [8] 13.3 0.02 * * 193. 0.05
BCD [4] 0.92 0.09 1.5 0.17 2.76 0.08
Ours 0.01 0.12 0.03 0.10 0.03 0.09
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Contributions 
➢ Efficient dense labeling approach 

➢ Interactive application for DoF simulation

Sample depth strokes
depth 1 (near)

Focus point selected
depth 2 depth 3 depth 4 (far)

Interactive User Input

Depth-of-field simulation output

X

X

Refocused imageBy default, the foreground is in focus

linear least squares formulation 
superpixels 
continuous labels{

Related Word 
➢ Markov Random Fields (MRF) 

➢ Random Walks approach

discrete labels 
high execution time for interactive applications{

one linear system per label 
discrete labels with seed {

➢ Execution time:

➢ Disparity map:
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