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We propose a novel skin shader which translates the simulation of subsurface scattering from texture space to a screen-space
diffusion approximation. It naturally scales well while maintaining a perceptually plausible result. This technique allows us to
ensure real-time performance even when several characters may appear on screen at the same time. The visual realism of the
resulting images is validated using a subjective psychophysical preference experiment. Our results show that, independent of
distance and light position, the images rendered using our novel shader have as high visual realism as a previously developed
physically-based shader.
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1. INTRODUCTION

Lots of materials present a certain degree of translucency, by which light falling onto an object enters
its body and scatters within it (a process known as subsurface scattering), before leaving the object at
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a certain distance from the incidence point. Example objects include paper, tree leaves, soap, a candle,
fruit, etc. Human skin is a particularly interesting translucent material. It is made up of multiple
translucent layers, which scatter light according to their specific composition [Igarashi et al. 2005].
This creates a very characteristic appearance, to which our visual system seems to be specially well-
tuned: Slight errors in its simulation will be picked up easier than, say, errors in the simulation of
wax.

Correct depiction of human skin is important in fields such as cinematography and computer graphics.
However, while the former can count on the luxury of offline rendering, the latter imposes real-time
constraints that make the problem much harder. The main challenge is to compute an approximation
of the complex subsurface scattering effects, good enough to be perceptually plausible, but at the same
time fast enough to allow for real-time rendering and easy to implement so that it integrates well with
existing pipelines. The key is to reduce computational costs while leveraging the limitations of the
human visual system.

Several real-time algorithms to simulate skin already exist [Gosselin 2004; d’Eon et al. 2007; Hable
et al. 2009; Jimenez and Gutierrez 2008]. Their common key insight is the realization that subsurface
scattering mainly amounts to blurring of high-frequency details, which these algorithms perform in
texture space. Whilst the results can be quite realistic, they suffer from the fact that they do not scale
well; more objects means more textures that need to be processed, and thus performance quickly decays.
This is especially problematic in the case of computer games, where a lot of characters may appear on
screen simultaneously, but real time is still needed. We believe that this is one of the main issues
that is keeping game programmers from rendering truly realistic human skin. The commonly adopted
solution is to simply ignore subsurface scattering effects, thus losing realism in the appearance of the
skin. Additionally, real-time rendering in a computer game context can become much harder, with issues
such as the geometry of the background, depth of field simulation, or motion blur imposing additional
time penalties.

To help solve these problems, we propose an algorithm to render perceptually realistic human skin,
which translates the simulation of scattering effects from texture to screen space (see Figure 1). We
thus reduce the problem of simulating translucency to a postprocess, which has the added advantage
of being easy to integrate in any graphics engine. The main risk of this approach is that in screen space
we have less information to work with, as opposed to algorithms that work in 3D or texture space. We
are interested in finding out how the cognitive process that recognizes human skin as such is affected
by this increased inaccuracy. Working within perceptual limits, can we still obtain a model of human
skin that is perceived as at least as photorealistic as texture-space approaches?

We note that, while the perception of translucency has been studied before [Fleming and Bülthoff
2005], there has not been any previous research on the perception of the particular characteristics
of human skin. We perform a psychophysical evaluation comparing four different approaches: (a) no
simulation of subsurface scattering, (b) a state-of-the-art, texture-space algorithm from nVIDIA, (c) a
naive mapping of an existing algorithm into screen space, and (d) our novel screen-space algorithm.
Results show that, independent of distance and light position, our method performs perceptually on par
with the method from nVIDIA (generally accepted as state-of-the-art in real-time skin rendering, and
taken here as our ground truth), while being generally faster and scaling much better with multiple
characters (see Figure 2).

2. THE DIFFUSION APPROXIMATION

Subsurface scattering is usually described in terms of the Bidirectional Scattering Surface Reflectance
Distribution Function (BSSRDF) [Nicodemus et al. 1977]. Jensen et al. [2001] approximate the
outgoing radiance L0 in translucent materials using a dipole diffusion approximation. Thus, the costly
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Fig. 1. Top: existing algorithms blur high-frequency details in texture space. The image sequence shows the initial rendered
irradiance map and two blurred versions. Bottom: equivalent process in screen space, where the blurring is applied to selected
areas directly on the rendered image (see text for details).

Fig. 2. Several heads rendered with our screen-space shader. Our psychophysical experiments show that it ranks perceptually
on par with the state-of-the-art nVIDIA shader [d’Eon et al. 2007], while scaling much better as the number of heads increases.

Bidirectional Scattering Surface Reflectance Distribution Function (BSSRDF) becomes

Sd (xi, �ωi; xo, �ωo) = 1
π

Ft(xi, �ωi)R(‖xi − xo‖2)Ft(xo, �ωo), (1)
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where xi and �ωi are the position and angle of the incident light, xo and �ωo are the position and angle of
the radiated light, Ft is the Fresnel transmittance, and R is the diffusion profile of the material. The
model is further simplified in subsequent work by Jensen and Buhler [2002]. Donner and Jensen [2005]
extended the dipole model to a multipole approximation, defined as a sum of dipoles. This allowed for
better simulation of multilayered materials, such as skin. For each pair of layers, they analyze the
convolution of their reflectance and transmittance profiles in frequency space (thus performing faster
multiplications instead). They show how the multipole approach provides a better fit with ground-
truth Monte Carlo simulations than the simpler dipole approximation. The same authors simplified
the highly dimensional parameter space in a subsequent publication [Donner and Jensen 2006]. In
Donner et al. [2008], the layered light transport was recently extended to account for heterogeneous
scattering of light. However, these techniques usually rely on precomputations and still do not reach
real time; thus, they are not suitable for games.

3. PREVIOUS WORK

Relevant related areas include texture-space diffusion approximation for real-time rendering of skin
and studies on the perception of translucency.

Texture-space diffusion. Borshukov and Lewis [2003] showed the feasibility of simulating diffusion
in texture space. They observed that, once the irradiance map has been rendered to a texture, simply
blurring the texture with different kernels yields an approximation of subsurface scattering (as Figure 1,
top, shown). Gosselin [2004] and Green [2004] build on this idea and achieve real time, by means of
Poisson sampling and a single Gaussian blurring, respectively. The work by d’Eon et al. [2007] and d’Eon
and Luebke [2007] made the key observation that the diffusion profiles that the multipole model predicts
[Donner and Jensen 2005] could be approximated by a weighted sum of Gaussians. This allows for a
representation based on a hierarchy of irradiance diffusion maps which, when combined, closely match
the nonseparable global diffusion profile. Texture distortion issues from unfolding the geometrical
mesh can affect diffusion between two points: To avoid this, a stretch map modulates the Gaussian
convolution at each frame. Lately, Jimenez and Gutierrez [2008] and Hable et al. [2009] have built on
this work, introducing optimizations into the rendering pipeline. These will be further discussed in
Section 4.

Perception of translucency. Translucency is a very important characteristic of certain materials, and
easy to pick up by the visual system. Nevertheless, due to the complexity of the light transport involved,
it is unlikely that the visual system relies on any inverse optics to detect it [Fleming and Bülthoff 2005].
Koenderink and van Doorn [2001] developed some “rules of thumb” to help explain the perception of
translucent materials, and hypothesize that more general laws may be utopic. Fleming and Bülthoff
[2005] present a series of psychophysical studies and analyze low-level image cues that affect perceived
translucency. A more comprehensive overview can be found in Singh and Anderson [2002]; however, no
previous work has focused on the specific characteristics of the perception of human skin.

4. SCREEN-SPACE ALGORITHM

Our rendering algorithm is based on the idea of performing the diffusion approximation in screen space
(as opposed to texture space), to streamline the production pipeline and ensure real-time performance
even as the number of on-screen characters increases. We are inspired by two works that aimed to
optimize texture-space approaches, which we first describe briefly.

Optimizing the pipeline. Current state-of-the-art methods for real-time rendering of human skin are
based on the texture-space diffusion approximation discussed earlier. However, rendering irradiance
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maps in this way for a given model means that the GPU pipeline cannot be used in the conventional
way. This is due to the fact that the vertex shader is not used as usual to transform object coordinates
to clip coordinates, but to assign to each vertex a pair of (u, v) coordinates on the unfolded geometrical
mesh instead. As a consequence, two optimizations that would otherwise be implicitly performed by
the GPU right after the execution of the vertex shader are now lost, namely backface culling and view
frustum clipping. Jimenez and Gutierrez [2008] reintroduce those two optimizations in the rendering
pipeline proposed in d’Eon et al. [2007]. They perform optimal, per-object modulation of the irradiance
map size based on a simple, depth-based method.

Similar in spirit, Hable et al. [2009] also reintroduce backface culling, and propose an additional
optimization: Instead of computing the twelve one-dimensional Gaussians to approximate the diffusion
profile as in d’Eon et al. [2007], they compute a single bidimensional convolution at thirteen jittered
sample points, which account for direct reflection (one point), mid-level scattering (six points), and wide
red scattering (six points).

Texture- versus screen-space. Texture-space diffusion has some intrinsic problems that can be easily
solved when working in screen space. We outline the most important ones.

—It requires special measures to bring back typical GPU optimizations (backface culling and viewport
clipping), and to compute an irradiance map proportional to the size of the subject on the screen. In
screen space, these optimizations are implicit.

—Each subject to be rendered requires her own irradiance map (thus forcing as many render passes as
subjects). In image space, all subjects are processed at the same time.

—The irradiance map forces the transformation of the model vertices twice: during the irradiance
map calculation, and to transform the final geometry at the end. In screen space, only this second
transformation is required.

—Modern GPUs can perform an early-Z rejection operation to avoid overdraw and useless execution of
pixel shaders on certain pixels. In texture space, it is unclear how to leverage this and optimize the
convolution processes according to the final visibility in the image. In screen space, a depth pass can
simply discard them before sending them to the pixel shader.

—Depending on the surface orientation, several pixels in texture space may end up mapped on the same
pixel in screen space, thus wasting convolution calculations.1 This situation is avoided altogether by
working directly in screen space; as our tests will show, the errors introduced by this simplification
are not picked up by the visual system.

—Adjacent points in 3D world space may not be adjacent in texture space. Obviously, this will introduce
errors in texture-space diffusion that are naturally avoided in screen space.

Apart from fixing these problems, our psychophysical evaluation (Section 5) shows that errors intro-
duced by working in screen space are mostly unnoticed by a human observer.

As we will see in Section 7, our screen-space algorithm has some limitations.

—Adjacent points in 2D screen space may not be adjacent in 3D world space. This produces artifacts
in the form of small haloes around some areas of the model such as the ears or nose.

—It fails to simulate the light transmitted through high-curvature features, since we lack lighting
information from the back of the objects.

—It requires the usage of additional textures in order to store the specular channel and object’s matte.

1Modulating the size of the irradiance map may reduce the problem somewhat, but will not work if the viewpoint (and thus the
surface orientation) changes in a dynamic environment.
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Fig. 3. Overview of our screen-space algorithm.

Screen-space diffusion algorithm. Our algorithm follows the idea of optimizing the pipeline [Jimenez
and Gutierrez 2008; Hable et al. 2009], and further simplifies the texture-space diffusion approxima-
tion by working in screen space. Recall that all previous real-time algorithms are based on the idea of
convolving a diffusion profile over the irradiance map for each model. In contrast, our algorithm takes
as input a rendered image with no subsurface scattering simulation, plus the corresponding depth and
matte of the object. Since the subsurface scattering effect should only be applied to the diffuse compo-
nent of the illumination, not affecting specular highlights, we take advantage of the multiple render
targets capability of modern GPUs, and store the diffuse and specular components separately. Depth
is linearized following [Gillham 2006]. We then apply our diffusion profiles directly on the rendered
diffuse image, as opposed to the irradiance map stored as a texture. Figure 3 shows an overview of our
algorithm.

We have applied the convolution kernel in two different ways: using a single bidimensional convo-
lution with jittered samples (as proposed in Hable et al. [2009]) and using the six one-dimensional
Gaussians described in d’Eon et al. [2007], combining them with a weighted sum in a second pass. For
both cases, we have run a psychophysical evaluation to validate the results. For the specular component
we have used the Kelemen/Szirmay-Kalos model [Kelemen and Szirmay-Kalos 2001]; additionally, we
apply a bloom filter similar to the one used by our reference texture-space algorithm [d’Eon and Luebke
2007], which follows Pharr and Humphreys’s recommendation [2004].

To apply the convolution only in the necessary parts of the image, and thus apply the pixel shader
in a selective way, we rely on the matte mask. Since we are working in screen space, the kernel width2

must be modulated taking into account the following.

2Jittered sample positions in case of the convolution with jittered samples and standard deviation in case of the convolutions
with Gaussians.
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—A pixel representing a further away object should use a narrower kernel.
—Greater gradients in the depth map should also use narrower kernels. This is similar in spirit to

using stretch maps, without the need to actually calculate them.

We thus multiply the kernel width by the following stretch factors. We have

sx = α

d (x, y) + β · abs(∇xd (x, y))
, (2)

sy = α

d (x, y) + β · abs(∇ yd (x, y))
, (3)

where d (x, y) is the depth of the pixel in the depth map, α indicates the global subsurface scattering
level in the image, and β modulates how this subsurface scattering varies with depth gradient. The
operators ∇x and ∇ y compute the depth gradient, and are implemented on the GPU using the functions
ddx and ddy, respectively. Note that increasing depth gradients reduce, the size of the convolution
kernel as expected; in practice, this limits the effect of background pixels being convolved with skin
pixels, given that in the edge, the gradient is very large and thus the kernel is very narrow. The value
of α is influenced by the size of the object in 3D space, the field-of-view used to render the scene, and
the viewport size (as these parameters determine the projected size of the object). All the images used
in this work have empirically fixed values of α = 11 and β = 800. Figure 4 shows the influence of α

and β in the final images. As noted in d’Eon et al. [2007], where a similar stretch factor is used in
texture space to modulate the convolutions, filtering is not separable in regions where stretch varies.
However, we have not noticed any visual artifacts as result of this stretched one-dimensional Gaussian
convolutions.

To illustrate its efficiency, Figure 5 (top), shows a scheme of the necessary steps involved in a gen-
eralized texture-space skin shader. The stretch and irradiance maps, the Gaussian convolutions, and
the render must be performed once per character. In contrast, our algorithm only requires the ren-
dering step to be performed on a per-character basis; no stretch nor irradiance maps are needed, and
convolutions are performed only once directly in screen space (Figure 5, bottom). The final bloom pass,
not optimized with our algorithm, is also performed on the final image and thus its computation time
does not increase as the number of objects grows. It simulates the point-spread-function of the optical
system used to capture (render) the image.

5. PERCEPTUAL VALIDATION

The realism of the rendered images was validated using a subjective psychophysical experiment. The
experiment was based on comparing four different shaders, namely: no SSS, TS, SS Jittered, and SS
Full (see Table I for a brief summarizing description). The conditions used to render each shader are
further described in Section 5.2. The images rendered using the TS shader were always used to compare
the other shaders against.

Human subjects were used to evaluate the realism of the shaders using a subjective two-alternative
forced-choice (2AFC) preference experiment. The research hypothesis in the experiment was that the
images rendered using the no SSS, SS Jittered, and SS Full shaders would produce as high visual
realism as the ground-truth TS shader.

5.1 Participants

Sixteen volunteering participants (14 male and 2 female; age range: 23–43) were recruited for the
experiment. All of the participants were naı̈ve as to the purpose of the experiment. The subjects had
a variety of experience with computer graphics, and all self-reported normal or corrected-to-normal
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Fig. 4. The influence of the α and β parameters. Top: fixed β = 800 and varying α of 0, 5.5, and 11, respectively. Note how the
global level of subsurface scattering increases. Bottom: fixed α = 11 and varying β of 0, 400, and 800, respectively. Note how the
shadow under the nose gets readjusted according to the depth gradient of the underlying geometry.

Shadow Maps Stretch Map Convolutions Final Render BloomIrradiance Map

Shadow Maps Final Render Convolutions Bloom

Repeated for each model

Repeated for each model

Fig. 5. Top: scheme of the pipeline described in d’Eon et al. [2007]. Bottom: our simplified screen-space strategy. Notice how less
steps are performed on a per-character basis.

vision. Seven subjects reported that they did not have any expertise in art (drawing, photography,
computer graphics, or digital art, video, etc.), whereas nine participants reported that they did. It was
hypothesized that the participants with knowledge in computer graphics would be better at judging
which of the images were the most realistic ones in theory.
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Table I. Names and Description of the Four Shaders Used in Our Psychophys-
ical Experiments
Name Description
No SSS Rendered without subsurface scattering
TS Texture-space simulation [d’Eon et al. 2007]
SS Jittered Screen-space adaptation of [Hable et al. 2009], with jittered samples
SS Full Our screen-space algorithm

Fig. 6. Example stimuli used in our psychophysical tests: zoom, near, and far images with light at 0◦, for the case of TS vs. SS
Full. In this figure, the TS version appears always on the left, and our shader on the right for comparison purposes.

5.2 Stimuli

The head model used in the experiment was the head obtained from XYZRGB.3 This model was used
to create stimuli images for the experiment using the four shaders. Each participant viewed 72 tri-
als in total. The number of images rendered for each shader was twelve (1 shader × 3 camera dis-
tances × 4 light angles). The three camera configurations used were at 28, 50, and 132 distance units,
which in the article are referred to zoom, near, and far (for reference, the head is 27 distance units
tall).

Four different lighting configurations were used for each camera distance. These had a fixed elevation
angle θ of 45◦ and a varying azimuth angle φ with values 0◦ (just in front of the head), 60◦, 110◦, and
150◦ (almost behind of the head). Examples of the different configurations used in the experiment can
be seen in Figure 6.

The 72 trials were displayed in random order for each participant. Counterbalancing was used to
avoid any order bias. This meant that each participant saw each comparison pair twice. In half the
trials the TS shader was displayed first and in half the trials it was displayed second.

All stimuli images were displayed on a monitor with a 1650 × 988 resolution. The lighting was dimmed
throughout the experiment. The participants were seated on an adjustable chair, with their eye level
approximately level with the center of the screen, at a viewing distance of approximately 60 cm.

5.3 Procedure

After filling in a consent form and questionnaire the participants were given a sheet of instructions on
the procedure of the particular task they were to perform. The task description given to the participants
is shown in the Appendix. The participants were asked to perform a 2AFC task that assessed the
realism of the skin rendering. A no reference condition [Sundstedt et al. 2007] was used in which the
participants were asked to discriminate which of two consecutively displayed images (TS and either
No SSS, SS Jittered, or SS Full) looked most like real human skin.

3http://www.xyzrgb.com/
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Fig. 7. Zoom-in configuration with lighting in an angle of 110◦. Although the Chi-square technique showed a significant difference
for this configuration, the images are perceptually very similar.

Since the aim was to find out which shader looked most like real skin, a reference condition was not
used, which would have displayed the TS image at the same time as a TS and other shader image.
In a real application, such as a computer game, the shader would not be directly compared with a
physically-based shader.

Upon viewing each trial the participants wrote down their responses (1 or 2) in a table depending
on which image they thought looked most like real skin. They controlled the loading of the next trial
themselves by using the space bar. A 50% grey image was shown between the images in the pair with
a duration of two seconds. This image was used to let the participants know that a new stimuli was
being displayed.

The participants could watch each experiment image for as long as they liked, but were encouraged
to spend around 10 seconds looking at each image. A previous pilot study had also suggested that the
rougher appearance of the No SSS shader output could make the person look older. Due to this the
participants were also instructed that the person in each image had the same age.

6. RESULTS

Figure 8 shows the overall results of the experiment for the different light angles and camera dis-
tances, respectively. The results are normalized in the y-axis. In each group of conditions, a result
of 1 indicates that the TS shader was always chosen over the second option, while a result of 0.5 is
the unbiased ideal. This is the statistically expected result in the absence of a preference or bias to-
wards one shader, and indicates that no differences between the TS and the other shader images were
perceived.
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Fig. 8. Results of our psychophysical experiments for varying light position (left) and distance to the camera (right). The shaders
No SSS, SS Jittered, and SS Full are compared against TS. Our SS Full shader outperformed the other two. Although TS was
chosen over SS Full slightly above chance, they consistently showed no statistical difference (p > 0.05), while SS Full is faster
and scales better.

Table II. Output for the Chi-Square Analysis (df = 1, 0.05 Level of Significance)
No SSS SS Jittered SS Full

Configuration chi-value p-value chi-value p-value chi-value p-value
TS - Far - 0◦ 21.125 0.000 21.125 0.000 3.125 0.077

TS - Far - 60◦ 28.125 0.000 18 0.000 3.125 0.077

TS - Far - 110◦ 24.5 0.000 15.125 0.000 0.125 0.724

TS - Far - 150◦ 32 0.000 15.125 0.000 0 1

TS - Near - 0◦ 32 0.000 28.125 0.000 0 1

TS - Near - 60◦ 32 0.000 28.125 0.000 0.125 0.724

TS - Near - 110◦ 24.5 0.000 28.125 0.000 1.125 0.289

TS - Near - 150◦ 32 0.000 21.125 0.000 0.125 0.724

TS - Zoom - 0◦ 28.125 0.000 28.125 0.000 0.5 0.480

TS - Zoom - 60◦ 28.125 0.000 18 0.000 2 0.157

TS - Zoom - 110◦ 32 0.000 15.125 0.000 4.5 0.034
TS - Zoom - 150◦ 32 0.000 18 0.000 0.5 0.480

Values in bold indicate no significant difference.

The results were analyzed statistically to determine any significance. To find out whether the number
of participants who correctly classified the TS shader images is what would be expected by chance, or if
there was really a pattern of preference, we used the Chi-square nonparametric technique. A one-sample
Chi-square includes only one dimension, such as the case as in our experiments.

The obtained (TS/No SSS, TS/SS Jittered, and TS/SS Full) frequencies were compared to an expected
16/16 (32 for each comparison) result to ascertain whether this difference would be significant. The
Chi-square values were computed and then tested for significance, as shown in Table II.

The obtained values show that when participants compared the No SSS shader with the TS shader
they always managed to identify the TS shader correctly (p < 0.05). This was also true for the SS Jittered
shader under all camera distances and lighting angles. However, for the SS Full shader comparison
with the TS shader there was no significant difference (p > 0.05) in all conditions apart from when
the configuration was zoomed in on the skin and the lighting was in an angle of 110◦. This indicates
that the SS Full shader can produce images that are as realistic looking as the physically-based TS
shader. Although the result showed a significant difference for the angle of 110◦, it is believed this
may be due to chance, since the images are perceptually very similar (see Figure 7). The use of a few
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Fig. 9. Differences between the No SSS, SS Jittered, and SS Full shaders (left, middle, and right, respectively) and the TS
shader. Top: angle at 0◦. Bottom: angle at 110◦ (contrast enhanced by a factor of 75 for visualization purposes). Our shader most
closely matches the TS shader.

additional participants or stimuli repetitions could potentially have clarified this result; nevertheless,
the fact that the light angle in combination with camera distance possibly can alter the threshold is
also an interesting outcome which warrants future work. Overall the correct selections for the SS Full
shader are very much different from the comparisons with the other shaders and the physically-based
TS shader.

7. DISCUSSION AND CONCLUSIONS

We have presented a novel real-time shader which can be used for efficient realistic rendering of human
skin. We have demonstrated how screen-space subsurface scattering produces results on par with
current state-of-the-art algorithms, both objectively (see Figure 9) and subjectively: A psychophysical
experiment was conducted which showed that the images rendered using this new shader can produce
stimuli that have as high visual realism as a previously developed physically-based shader.

Our screen-space algorithm has two main limitations. Firstly, as Figure 10 shows, it fails to reproduce
light transmitted through high-curvature, thin features such as the ears or nose, due to the fact that
in screen space we have no information about incident illumination from behind. However, this did not
seem to affect its overall perceptual performance. Secondly, under certain configurations of lights and
camera, small haloes may appear when using our screen-space algorithm, for instance, scattering from
the nose incorrectly bleeding onto the cheek. These are usually small and masked by the visual system
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Fig. 10. Limitations of our screen-space shader: It fails to capture transmission of light from behind the object (left, using our
shader, and middle, using d’Eon et al. [2007]). It can also create small haloes in certain areas under specific combinations of
lights and camera position, such as scattering from the nose falling onto the eyelid (right). However, our tests show that these
do not usually hamper perception of skin.

Table III. Performance (frames per second) of the Skin
Shaders Used in Our Psychophysical Experiment

Nr. of Heads No SSS SS Jittered SS Full TS
1 51 42 29 26
3 41 32 24 13
5 40 33 25 9

(see Figure 10).
Our psychophysical evaluation suggests that the two most important perceptual characteristics of

translucency in human skin that a shader should reproduce are the general softening of the high-
frequency features and the overall reddish glow. These seem to be more important than transmission of
light in certain areas, as our psychophysical tests suggest, even in the extreme case shown in Figure 9.

The absence of the reddish glow truly hampers perception of human skin: We noted that the SS
Jittered shader correctly softness the overall appearance but sometimes fails to capture most of this
reddish glow. Interestingly, it consistently obtained a lower overall ranking. In contrast, the absence of
high-frequency feature softening tends to be taken as a sign of age: This insight could potentially guide
some age-dependant future skin shaders.

The results also show that there was no statistical difference in the number of error selections by
participants with experience in computer graphics and participants reporting no experience (p > 0.05).
This indicates that although participants with computer graphics experience have been shown to have
easier detect errors in rendering [Mastoropoulou et al. 2005], even people with no such experience are
as good at detecting the realism of rendered skin. This is probably due to the fact that humans have
evolved to detect anomalies in the real world and are used to see other humans in daily life.

Table III shows performance (in frames per second) of the four shaders used in the psychophysical
experiment. The data have been obtained with a single light source, a shadow map resolution of 512x512,
4x MSAA, 2988 triangles per head, rendered at 1280x720 (which is becoming a standard resolution for
most console games). The size of the irradiance map for the TS shader was 1024x1024. All the images
were rendered on a machine with a Core 2 Duo at 2GHz and a GeForce 8600M GS.

Increasing the number of heads from one to five, our SS Full algorithm only drops by 13%, compared
to 65%, 21%, and 22% for the TS, SS Jittered, and No SSS, respectively. Although the SS Jittered and No
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SSS shaders yield more frames per second, they do so at the cost of lowering perceived visual quality, as
our experiments have shown. Thus, our screen-space approach provides a good balance between speed,
scalability, and perceptual realism.

For future research it would be necessary to study how the shader would work on different skin types,
varying parameters such as race or age. It would also be interesting to study how the different shaders
would perform in more complex, dynamic environments and contexts such as computer games; further
shader simplifications may be possible in those cases. A more targeted evaluation of the perceptual
importance of individual skin features (including general softening, reddish glow, or transmittance)
would be interesting, to help establish a solid foundation about what makes skin really look like skin.
Further tests could also possibly compare the results of a shader with gold-standards in the form of
real pictures, as opposed to comparing against other existing shaders.

In summary, our psychophysical experiments show that the obvious loss of physical accuracy from our
screen-space approach goes mainly undetected by humans. Based on our findings, we have hypothesized
what the most important perceptual aspects of human skin are. We hope that these findings motivate
further research on real-time, perceptually accurate rendering.

APPENDIX

For the participants the task description was the following:
This test is about selecting one image in a set of two images (72 pairs in total). You will be shown the

two images consecutively with a grey image being displayed for 2 seconds between them. A trial nr (1–72)
will separate each trial.

You task is to choose the image which you think look most realistic (i.e., most like real human skin).
You can view the images for an unlimited time, but we recommend that you spend around 10 seconds
before making your selection. You should also keep in mind that the person in each image has the same
age (around 45 years old).

If anything is unclear please ask any questions you might have before the study starts.
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