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a b s t r a c t 

Over the last decade, transient imaging has had a major impact in the area of computer graphics and 

computer vision. The hability of analyzing light propagation at picosecond resolution has enabled a vari- 

ety of applications such as non-line of sight imaging, vision through turbid media, or visualization of light 

in motion. However, despite the improvements in capture at such temporal resolution, existing rendering 

methods are still very time-consuming, requiring a large number of samples to converge to noise-free 

solutions, therefore limiting the applicability of such simulations. In this work, we generalize instant ra- 

diosity, which is very suitable for parallelism in the GPU, to transient state. First, we derive it from the 

transient path integral, including propagation and scattering delays. Then, we propose an efficient im- 

plemention on the GPU, and demonstrate interactive transient rendering with hundreds of thousands of 

samples per pixel to produce noiseless time-resolved renders. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

In 1964, Prof. Harold Edgerton captured the famous photo Bullet

hrough Apple in the MIT laboratory, where he was able to visual-

ze the movement of a bullet traveling at a speed of approximately

50 m/s, or a obturation time of 4–10 μs. Fifty years later, Velten

t al. introduced femto-photography [1] , which allowed to capture

ideos at an effective exposure time of 1.85 ps per frame (roughly

 trillion frames per second), allowing to capture the propagation

f light. The development of this technology has led to a new area

n computational imaging, termed transient imaging [2] : this field

reaks the classical assumption in computer vision and computer

raphics of infinite speed of light, allowing the use of such infor-

ation in numerous applications such as capturing and recogniz-

ng materials [3] , reconstructing non-line-of-sight (NLOS) geome-

ry [4–6] , or imaging through turbid media [7] . 

Influenced by remarkable advances in the field of ultra-fast

maging , and due to the need of reproducing the observed phe-

omena in order to perform analysis by synthesis, generation of

round truth data in reconstruction techniques, machine learning,

tc., simulation of this type of light transport has become more

nd more important. In 2008, Smith et al. [8] proposed the first

ramework within the context of the traditional render equation

9] , which was later formalized by Jarabo et al. [10] , extending the
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lassic path integral [11] by adding the temporal domain in the

orm of propagation and scattering delays. 

The use of path integral in rendering techniques such as path

racing has led to realistic results using stochastic integration.

owever, in order to obtain high quality images, a large number

f samples must be processed to reduce stochastic error. Conse-

uently, this results in a high computation time cost. This down-

ide effect is even more critical in the case of transient rendering,

here several images need to be generated to visualize how light

ravels through the scene. Moreover, the spatio-temporal structure

f the transient light transport signal makes the traditional sam-

ling and reconstruction techniques [12] unsuitable for this new

omain, since most of them generate paths incrementally with-

ut any control of the total path length; this lack of control makes

ery difficult to reconstruct specific frames of an animation, which

as alleviated by using different density estimation techniques

long the temporal domain [10] . Unfortunately, this still results

n the need of generating several thousands of samples to ob-

ain a low-error output. This limits the use of the transient ren-

erer in, for example, inverse rendering [13] or machine learn-

ng problems [14] , where hundreds or thousands of renders may

e necessary to achieve a solution or to have a suitable training

ataset. 

Therefore, the use of approximate global illumination is needed,

hich does not aim for exact results, but robust approximations

f them in order to reduce computation time. Additionally, since

endering is a very parallelizable process, it is especially suitable

o be implemented in the GPU. In this work, we focus on develop-

https://doi.org/10.1016/j.cag.2019.07.009
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cag
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cag.2019.07.009&domain=pdf
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ing a realistic efficient transient renderer, that leverages the GPU

computing capacities. We adopt the instant radiosity method [15] ,

that transforms the rendering equation into a many-lights prob-

lem, and generalize it to transient state. Then, we demonstrate a

GPU-friendly implementation, that allows very efficient renderings

of indirect time-resolved global illumination. We are confident

that our work will serve in many applications using transient

imaging, to serve as a powerful tool for generating datasets for

benchmark and training, as well as a forward model for inversion

techniques. 

2. Related work 

The field of physically-based rendering is an extensive domain,

with a large number of papers addressing the subject. Here we

focus on those most related to our work, and refer the reader to

other sources for more details on the field in general [16,17] . 

Transient rendering. The first to introduce the time of flight of light

into the render equation [9] were Smith et al. [8] . Their model pro-

vide a solid theory basis for transient rendering, but do not pro-

pose a practical framework for the estimation of transient global

illumination. Jarabo et al. [10] presented a generalized formulation

for light propagation based on the path integral, including scat-

tering and propagation delays in bidirectional path tracing (BDPT).

They also proposed sampling techniques adapted to the tempo-

ral domain to reduce the resulting variance. Pitts et al. [18] and

Adam et al. [19] followed a similar approach, but with a slower

convergence rate. Later, Jarabo and Arellano [20] shown that tran-

sient light transport can be modeled as a vector-based version of

the path integral. Iseringhausen and Hullin [21] proposed an ef-

ficient GPU implementation of a two-bounces forward path trac-

ing, in the context of NLOS reconstruction via non-linear opti-

mization. Alternatively, Meister et al. [22,23] used a transient ver-

sion of photon mapping, resulting in a robust estimation of light

transport, and allowing caustic rendering in the transient domain.

Ament et al. [24] also used transient photon mapping to solve

the refractive radioactive transport equation, where they propose

a solution for rendering participating media with different refrac-

tive indices. Marco et al. [25] proposed a transient version of the

photon beams algorithm for efficient rendering of participating

media. 

Both BDPT and photon tracing provide robust results when a

sufficient number of samples are sampled at the cost of hours and

hours of CPU computation. The time-consuming generation of se-

quential transient videos dramatically limits their use. Several algo-

rithms already exist that try to solve the problem but within a dif-

ferent application domain, mainly in the area of non-line-of-sight

imaging, which takes advantage of GPU parallelism to efficiently

reconstruct the geometry of occluded objects using the transient

state of light: Hullin [26] and Klein et al. [27] demonstrated that

a transient image can be approximated using a transient version

of the GPU radiosity methods. Our method follows the same lines,

to obtain transient videos in an interactive time using GPU-based

approximation techniques. 

Interactive global illumination. Even though ray tracing techniques

(e.g path tracing) can be implemented on GPUs [28–30] , complex

scenes are generally not suitable for such methods, requiring heavy

denoising for noise-less solutions. Instead, using methods based

on virtual lights (VPLs) [31] , are very suitable for GPU rasterization,

do not have this type of limitation, making them widely used for

different applications: Keller [15] introduced instant radiosity (IR),

which approximates the indirect illumination using a set of virtual

point lights placed at the reflecting indirect surfaces. Several exten-

sions were later proposed to improve both the VPL generation pro-
ess such as bidirectional IR [32] , Metropolis IR [33] , or to reduce

ingularities that can be caused by the use of VPLs [34–36] . In or-

er to generate VPLs in real-time, Dachsbacher et al. [37] proposed

eflective shadow map (RSM) to use from the light source GPU ras-

erization to store at each pixel the position, normal and color of

he visible object from the camera, so that each pixel represents a

PL. Later, they proposed to splat indirect illumination [38] from

he VPLs. To accelerate visibility, Ritschel et al. [39] proposed to

pproximate the visibility from the shadow maps allowing indi-

ect occlusion at real-time rates. We generalize instant radiosity to

esolve transient light transport, using RSM to efficiently generate

PLs in GPUs. 

. Transient instant radiosity 

Here we develop a time-resolved generalization for instant ra-

iosity [15] . First we provide an overview of the original method.

hen, we develop its time-resolved version by making use of the

eneral path integral formulation. 

.1. Background: Instant Radiosity 

The rendering equation [9] models the outgoing radiance

 o ( x → ω o ) at a point x in a surface in direction ω o , as 

 o (x → ω o ) = L e (x → ω o ) 

+ 

∫ 
H 2 

L i (x ← ω i ) ρ(ω i → x → ω o ) cos θi d ω i , (1)

here L e ( x → ω o ) is the emitted radiance, L i ( x ← ω i ) is the incom-

ng radiance from direction ω i , ρ( ω i → x → ω o ) is the BRDF at x ,

nd θi = is the angle between n x the normal at x and ω i . Instant

adiosity [15] solves Eq. (1) by using a two-pass algorithm, where

ight particles are traced from the light, and then used to compute

he illumination reflected from the surfaces visible from the cam-

ra. Such particles model the reflected radiance at their interaction

oint, acting as virtual point lights (VPL). Then, in the rendering

ass, the rendering equation at point x is solved by just comput-

ng the contribution of each VPL into x as 

 o (x → ω o ) ≈ L e (x → ω o ) + 

N ∑ 

l=1 

L l o (x → ω o ) , (2)

ith 

 

l 
o (x → ω o ) = 

L l e (x l → x ) V (x l ↔ x ) 

| x − x l | 2 ρ(ω i → x → ω o ) cos θi , (3)

here N is the number of VPLs in the scene, L l e (x l → x ) is the ra-

iance emited by the VPL l placed at x l towards x , and V ( x l ↔ x ) is

he binary visibility function between x and x l . 

.2. Transient instant radiosity 

In order to define our time-resolved generalization of VPL-

ased global illumination, we will first generalize the rendering

quation [ Eq. (1) ] to transient state, by including the temporal de-

endence as 

 o (x → ω o , t) = L e (x → ω o , t) + L r (x → ω o , t) , (4)

 r (x → ω o , t) = 

∫ 
H 2 

∫ t 

t 0 

L i (x ← ω i , t 
′ ) ρ(ω i → x → ω o , t − t ′ ) 

cos θi d t ′ d ω i , (5)

here we include the temporal emission profile in the emission

 e ( x → ω o , t ), as well as the scattering delays encoded in ρ(ω i →
 → ω o , t − t ′ ) , which can be due to e.g. multiple internal reflec-

ions within micro-geometry [40,41] or inelastic scattering effects
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i  

o  
uch as fluorescence [42] . Last, t 0 is an initial time usually set

o t 0 = −∞ . To solve Eq. (4) , we can define our transient instant

adiosity by accounting for the temporal domain in Eqs. (2) and

3) as 

 o (x → ω o , t) ≈ L e (x → ω o , t) + 

N ∑ 

l=1 

L l r (x → ω o , t) , (6) 

 

l 
r (x → ω o , t) = 

cos θi V (x l ↔ x ) 

| x − x l | 2 
×

∫ t 

t 0 

L l e (x l → x , t l (t) − t ′ ) ρ(ω i → x → ω o , t − t ′ ) d t ′ , 

(7)

here t l (t) = t − t(x ↔ x l ) accounts for the propagation delay due

o light travelling from the light source to x as 

(x x ↔ x y ) = 

∫ s y 

s x 

η(x r ) 

c 
d r, (8)

here r parametrizes the path of light between the two points, s x 
nd s y are the parameters of the path at x x and x y , respectively,

 is the speed of light in vacuum and η( x r ) represents the index

f refraction of the medium at x r . In order to solve Eqs. (6) and

7) we therefore need to define the time-resolved emitting func-

ion L l e (x → ω o , t) . To do so, we will make use of the path integral

iew of instant radiosity. 

ransient Instant Radiosity as a Path Integral Estimator. In order to

efine our time-resolved generalization of VPL-based global illu-

ination, we will work within the path integral [11] framework.

s shown by Walter et al. [43] and Krivanek et al. [44] , instant

adiosity can be understood as a bidirectional path tracer where

he light paths are reused along all eye paths. While this generates

ome artifacts due to correlation, it ensures relatively small vari-

nce in smooth areas. Let us start with the transient path integral

roposed by Jarabo et al. [10] , which defines the light contributing

n a (time-resolved) pixel I as the integral over the all light trans-

ort paths � arriving to this pixel as 

 = 

∫ 
�

∫ 
�T 

f ( x , �t ) d μ( �t ) d μ( x ) , (9) 

here �T is the space of temporal delays of all paths, x = x 0 . . . x k 
s the full light path of length k , consisting of k + 1 vertices, where

ertices x 0 and x k lie on a light source and camera sensor, re-

pectively, and x 1 . . . x k −1 ar e intermediate scattering vertices. The

ifferential measure d μ( x ) is the area integration for surfaces ver-

ices. Finally, �t = �t 0 . . . �t k represents the sequence of scatter-

ng delays in ρ(ω i → x → ω o , t − t ′ ) along the path, and d μ( �t )

s the temporal integration measure at each path vertex. The path

ontribution f ( x , �t ) is defined as 

f ( x , �t ) = L e (x 0 → x 1 , �t 0 ) T ( x , �t ) W e (x k −1 → x k , �t k ) , (10) 

here L e , W e and T are the time-dependent emission, sensor im-

ortance, and path throughput, respectively. The sensor impor-

ance W e defines the spatial and angular sensitivity as in the

teady-state path integral, but also the region of time we are in-

erested in evaluating (e.g. in a streak-camera or SPAD sensor, the

emporal dependence of W e for a pixel-frame would be the tempo-

al bucket of that particular frame). The transient path throughput

s defined as: 

 ( x , �t ) = 

[ 

k −1 ∏ 

i =1 

ρ(x i , �t i ) 

] [ 

k −1 ∏ 

i =0 

G (x i , x i +1 ) V (x i , x i +1 ) 

] 

. (11)

here ρ( x i , �t i ) is the scattering event at x i , G (x i , x i +1 ) =
os θi cos θi +1 | x i − x i +1 | −2 is the geometric term, and V (x i , x i +1 ) is
he binary visibility between x i and x i +1 . Note that Eq. (11) is es-

entially the same as in the classic path integral, with the excep-

ion that the scattering operator ρ( x i , �t i ) includes a temporal de-

endence modeling the scattering delay described before. 

In order to fully define a transient light path, we need to ac-

ount for the spatial, and temporal coordinates. The temporal co-

rdinate at each path vertex x i are t −
i 

, computed as 

 

−
i 

= 

i −1 ∑ 

j=0 

(
t(x j ↔ x j+1 ) + �t j 

)
, t i = t −

i 
+ �t i , (12) 

here t 0 and t k are the emission and detection times of a light

ath, and t(x j ↔ x j+1 ) is the propagation delay between vertices

 j and x j+1 defined following Eq. (8) . 

The transient path integral (9) can be numerically approximated

sing a Monte Carlo estimator: 

 I〉 = 

1 

M 

M ∑ 

j=1 

f ( x j , �t j ) 

p( x j , �t j ) 
, (13) 

hich averages M random paths x j , �t j drawn from a spatio-

emporal probability distribution (pdf) p( x i , �t i ) defined by the

hosen path and time delay sampling strategy. Similar to bidirec-

ional pathtracing, methods based on VPLs compute Eq. (13) by

ampling a set of subpaths from the light source (called light sub-

aths) x l = x 0 . . . x k l of length k l ∈ [1 , k − 1] , and connecting them

ith the subpaths generated from the camera (eye subpaths) x w 

=
 k l +1 . . . x k via deterministic shadow connections, to generate a full

ath x = [ x l , x w 

] = x 0 . . . x k l x k l +1 . . . x k , where [ · ] is the concatena-

or operator. The main difference with respect to bidirectional path

racing is that the light subpaths are reused for all eye subpaths in

he image, so that 〈 I 〉 becomes 

 I〉 = 

1 

M N 

M ∑ 

j=1 

f ( x 
j 
w , �t j ) 

p( x 
j 
w , �t j ) 

N ∑ 

l=1 

×
(

f ( x 
l 
l , �t l ) 

p( x 
l 
l , �t l ) 

ρ(x k l , �t k l ) G (x k l , x k l +1 ) ρ(x k l +1 , �t k l +1 ) V (x k l , x k l +1 ) 

)
(14) 

here f ( x j w 

, �t j ) = T ( x j w 

, �t 
j 
) W e (x k −1 → x k , �t k ) and

f ( x l l , �t l ) = L e (x 0 → x 1 , �t 0 ) T ( x l l , �t 
l 
) are measurement of the

ye and light subpaths, x 
j 
w 

and x 
l 
l respectively, M is the number of

ye subpaths in a pixel, and N is the number of VPLs generated. 

Eq. (14) implicitly relates with Eqs. (6) and (7) by defining the

mission term L l e (x → ω o , t) as 

 

l 
e (x → ω o , t) = 

1 

N 

δ(t − t l ) 
f ( x 

l 
l , �t l ) 

p( x 

l 
l , �t l ) 

ρ(x k l 
, �t k l ) cos θk l 

, (15)

here δ(t − t l ) is the Dirac delta function modeling the impulse

mission of the VPL, where t l is the emisison time of the VPL

omputed using Eq. (12) . Note the integration along the tempo-

al domain in Eq. (7) is implicitly solved numerically by the sam-

led variable �t . In essence, in the first pass of the algorithm we

enerate a set of VPLs by sampling a set of light subpaths; each

PL would have a spatio-temporal emitting function defined by

q. (15) . Then, in render time we simply evaluate Eqs. (6) and

7) using Eq. (15) . 

. Implementation 

We implemented our transient instant radiosity renderer us-

ng OpenGL and Java. In order to fit it into the raster pipeline

f the GPU, we perform a set of simplifications. First, we assume
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Steady Frame 100 Frame 145 Frame 185

32
2
-2
4.
57
s(
10
.1
7
fp
s)

64
2
-2
5.
16
s(
9.
93
fp
s)

12
82
-2
7.
98
s(
8.
93
fp
s)

Fig. 1. Cornell Box results with the same ISM size (128 2 ) and point samples per 

VPL (20 0 0), but with different RSM sizes (i.e. increasing number of VPLs). As we 

increase the number of VPLs, the noise in the rendered animation vanishes. Given 

the deterministic location of the VPLs along a regular grid, for small RSM resolution 

the banding produced in the temporal domain is very noticeable; for future work 

it would be interesting to incorporate higher-quality reconstruction to remove such 

banding for low VPL counts. Note that for all VPL counts, the results in steady state 

look very similar. 

Steady Frame 100 Frame 145 Frame 185

50
0
-2
6.
95
s(
9.
27
fp
s)

20
00
-2
7.
98
s(
8.
93
fp
s)

16
00
0
-3
6.
94
s(
6.
76
fp
s)

Fig. 2. Cornell Box results with same ISM size (128 2 ) and RSM size (128 2 ), but 

with different point samples per VPL. With a small number of samples used for 

ISM, it is possible to generate an ISM with many holes, so as can be seen in 

frame 145, the indirect light shadow is not generated correctly for those cases. 

However, this error is not very significant, and we can ignore it in exchange for 

faster computation time. 

c  

N  

e

G  

d  

t  

t  

d  

F  
that only one- and two-segment paths exist in the scene. Taking

Eq. (9) and explicitly separating bounces, we get 

I = 

∞ ∑ 

b=1 

∫ 
�b 

∫ 
�T b 

f ( x , �t ) d μ( �t ) d μ( x ) , (16)

where �b and �T b are the space of paths and temporal delays of

paths of b segments. By clamping the number of segments to b = 3

we end up having direct and one-indirect-bounce lighting, as well

as light incoming directly from the light source to the camera. This

results into an energy loss, but according to the study of Tabellion

and Lamorlette [45] , a single indirect light bounce is enough to ob-

tain plausible results in many cases. Note however that this claim

is based on steady-state images; in transient state it would mean

that longer path lengths (i.e. light arriving at longer paths) will be

lost. However, in most practical applications [2] most information

is encoded in the first and second-order scattering. The second ap-

proximation consists into assuming that all scattering delays are

neglectable, and that can be approximated by a delta function. This

allows us to trivially solve the integrand along the temporal do-

main. Finally, we assume all surfaces to be perfectly diffuse. These

last two approximations do not introduce bias in the final result

but limit the transient phenomena that our implementation can

simulate. 

For rendering, we use the two classical passes of instant ra-

diosty (VPL generation, and rendering), and introduce a last step

for reconstructing the temporal dimension of the scene. For this

last step, following the terminology proposed by Jarabo et al. [10] ,

we use the histogram density estimation for reconstruction, due to

its simplicity to work with delta functions. More advanced recon-

struction approaches are left as future work. 

Generating the VPLs. In order to generate the VPLs on the GPU, we

rely on reflective shadow maps (RSM) [37] : we render the scene

from the point of view of the light source, storing the surface

albedo α( p l ), normal n x ( p l ), and distances from the camera d ( p l )

for each pixel p l in the RSM. With these parameters, and lever-

aging the assumption of two-bounces light transport and diffuse

reflectance, we can define Eq. (15) for each VPL as 

L l e (x → ω o , t) ≈ δ(t − t l ) 
L (p l ) 

�(p l ) 

α(p l ) 

π
cos θk l 

, (17)

where t l = d(p) η/c, and �( p ) is the solid angle of pixel p , which

decreases quadrately with the number of VPLs N , and L ( p ) is emit-

ting function of the light source, which in our case is a spotlight

with constant emission along the light frustum. After generating

the RSM values in the first pass of the render, which are four in-

dependent textures, these are used in the final pass to calculate

the global illumination in the rendering pass. 

Rendering. In the second render pass, we compute Eq. (6) from the

VPLs generated in the first pass, by using a deferred rendering ap-

proach. In order to do so, we need to compute the visibility func-

tion V ( x , x l ) between the shaded point x and the VPL. In order

to compute it efficiently, we use an approximated visibility based

on imperfect shadow maps (ISM) [39] , where a large number of

hemispherical shadow maps are generated for each VPL in parallel

by using a coarse point-based approximation of the scene. 

The use of VPLs provides good results for the calculation of

global illumination, but introduces certain errors that are easily

perceptible to the human eye when the number of VPLs used is

low. One of them is the existence of lighting peaks in the scene

due to the singularity produced by the inverse squared distance

of the geometric term. To remove artifacts due to this singularity,

we clamp the geometric term to a user specified value. We opt for

this approach since for diffuse scenes the energy lost introduced by
lamping does not result into significant appearance changes [46] .

ote however that this results in an energy lost in the scene, gen-

rating dark areas especially in cavities and corners. 

enerating the space-time volumes. Finally, once the space-time ra-

iance samples are simulated, we need to use them to reconstruct

he transient video. Unlike a stationary render, which uses a 2D

exture to store the result (for each point, saves the sum of all ra-

iance), in a transient renderer we save the data in a 3D texture.

or that, we use an approach based on histogram density estima-
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Algorithm 1 Algorithm pseudocode. 

rsm = RSM() // Generate RSM with the VPLs 
points = GenerateISMPoints() // Generate points on surfaces for building 
ISMs 
for all v in batching video do 

v s = VideoSegment( v ) 
DirectBounce( v s , rsm ) 
for all i in batching ISM do 

ism = ISM( i , points ) // Compute ISMs for VPLs in batch i 
IndirectBounce( v s , ism , rsm ) // Compute indirect illumination from 

VPLs in i 
ClearSegment( ism ) // Clean ISM of batch i from memory 

end for 
GPUtoCPU( v s ) // Transfer space-time volume for batch v 
ClearSegment( v s ) // Clean space-time volume of batch v from memory 

end for 

Steady Frame 100 Frame 145 Frame 185

32
2
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78
s(
9.
69
fp
s)

64
2
-2
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09
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12
82
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98
s(
8.
93
fp
s)

Fig. 3. Cornell Box results with same RSM size (128 2 ) and point samples per VPL 

(20 0 0), but with different ISM sizes. It has the same problem as the RSM size, but 

only affects the visibility of indirect lights. 
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Fig. 4. Dependency of the render time of the video duration in the Cornell Box 

scene with 128 2 RSM size, 64 2 ISM size and 40 0 0 ISM samples. The render time 

is proportional to the video duration. This is mainly due to the fact that the size 

of the 3D texture needed to store the video is larger when the video duration is 

longer, so that the time needed to transfer data from GPU to CPU is longer. 
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Fig. 5. Performance scalability of the Cornell Box scene with respect to the RSM 

resolution, ISM resolution and point samples per VPL. For each line, only the indi- 

cated parameter varies. The base dimension is 128 2 RSM size, 128 2 ISM size and 

20 0 0 point samples per VPL. 
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ion: For each radiance sample in a point, we assign it to the cor-

esponding cell depending on the light propagation time from the

ource to that point (going through VPLs or not) calculated with

qs. (8) and (12) . We follow an approach similar to the one used

or GPU voxelization [47] , where each spatio-temporal sample is

asterized into the space-time volume. 

.1. Discussion 

Our algorithm is bounded by the memory requirements impos-

ng by storing the results in a large 3D texture, as well as the aux-

liary buffers needed for the VPLs computation. To store an HDR

olor video with resolution X and Y and duration t (in frames) we

eed 16 × X × Y × t bytes. For example, for a video with resolution

024 × 1024 and 250 frames, we need 4GB approximately. The aux-

liary buffers of the VPLs, mainly the RSM and the ISM additionally

equire a storage of order O(N × X s × Y s ) , with N the number of

PLs, and X s , Y s the resolution of each shadow map. 

As a result, it is not possible to store all the information in the

PU at the same time when GPU memory is insufficient. We ad-

ress that by processing the VPLs in batches, so that a subset of

PLs are generated, processed, and removed from memory before

he next one is, and then the next one is processed. We have made

wo segmentations: one for the ISM (batching the VPLs as they are

rocessed) and the final transient volume (splitting the video along

he spatial domain). Algorithm 1 shows a pseudocode of the im-

lementation: We iterate on the different batches of the transient
olume, calculate the corresponding direct and indirect lighting in

PU for each batch, and then transfer it back to the main memory,

reeing space for the results of the next batch. We do not store

ny ISM on the main memory; while this means that we do not

mortize the cost of computing them between batches, we found

hat the time to regenerate them in GPU is much faster than the

emory transfer that would involve a CPU-to-GPU load. 

. Results 

In the following, we present the results provided by our imple-

entation, generated on worlkstation with a 2.8 GHz CPU and a

VIDIA GeForce 1060. The results are rendered with 1024 × 1024

amera resolution and 250 frames of duration (around 10 s). All

he render times specified below refer to GPU render time plus

PU-to-CPU data transfer time. Videos of the shown results are in-

luded as supplementary material. 
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Fig. 6. Table scene rendered in 131.76s (1.9 fps) with 256 2 RSM and ISM size, and 24,0 0 0 point samples per VPL. The first one is the steady image, and the rest from left to 

right are fragments of transient video ordered chronologically. We can see the indirect light propagating and leaving the different shadows. 

Fig. 7. Sponza rendered with 512 2 RSM size, 256 2 ISM size and 70 , 0 0 0 point samples per VPL. It takes 438.56 seconds to create a 25 s (600 frames) video with the best 

quality. The light comes out of the camera and travels through the whole scene. (The last one is brighter because of the tonemapper.). 
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The selection of parameters for our methods has a big influence

on both the final quality and the computation time. These param-

eters are: number of VPLs, number of points per VPL and ISM res-

olution (the shadow map resolution for each VPL). Figs. 1–3 com-

pare the effect of these parameters and their costs. A logarithmic

tone-mapping has been used for visualization. Frames 100, 145 and

185 have been chosen for the comparison. 

Fig. 4 shows the dependence of the render time on the tempo-

ral resolution. This parameter has no effect on the GPU render time

given the histogram method used. However, it affects the transfer

time of the GPU-to-CPU data due to texture size variation. 

Fig. 5 shows the comparison of the algorithm performance

when varying the different parameters. We can observe that as the

dimension of the parameters increases, the fps decreases. The most

significant change occurs with the number of points per VPLs used

to generate the ISM, because this number together with the num-

ber of VPLs equals the total number of points that it is necessary

to pass to GPU to compute the ISM. 

The selection of the VPL count is quite important: A small num-

ber of VPLs can cause artifacts due to banding on the signal, while

a large number of VPLs increases the computational cost of the al-

gorithm. 

Finally, setting the the number of points per VPL and ISM reso-

lution is closely related, and the quality also depends on the com-

plexity of the scenes and the geometry of the objects. In simple

scenes a low number of both parameters can be used, whereas

when the complexity of the scene grows (number of objects, ge-

ometry complexity, scene size), more points are needed to cor-

rectly define the scene, increasing the rendering time as shown in

Figs. 6 and 7 . 

6. Conclusions and future work 

In this work we have presented a method to efficiently ren-

der scenes in transient state: we have reformulated the light

transport in transient state using instant radiosity, so that it is

possible to solve the calculation in interactive time. And we have

implemented this calculation in GPU taking advantage of its paral-

lelism, using techniques such as reflective shadow map and imper-

fect shadow map. We believe that efficient transient rendering on

the GPU will enable novel transient-based applications based on

e.g. inverse rendering for optimization or machine learning. In that
ontext, our technique will be very useful to create novel databases

sing transient rendering (e.g. [48] ). 

In the future, we intend to reduce the number of VPLs used so

hat we can improve computational time, using more sophisticated

nd modern algorithms. In addition, our renderer offers a first ap-

roximation of transient light transport in GPU applying different

ssumptions, so it only shows limited effects. One of the future

teps is to eliminate these assumptions by incorporating glossy

aterials, or participating media. Finally, efficiently computing the

adiance derivatives to increase the applicability of the method in

ptimization and learning applications is an interesting avenue of

uture work. 
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