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Abstract

This paper describes a novel extension of the photon mapping algorithm, capable of handling both volume multiple
inelastic scattering and curved light paths simultaneously. The extension is based on the Full Radiative Transfer
Equation (FRTE) and Fermat’s law, and yields physically accurate, high-dynamic data than can be used for image
generation or for other simulation purposes, such as driving simulators, underwater vision or lighting studies
in architecture. Photons are traced into the participating medium with a varying index of refraction, and their
curved trajectories followed (curved paths are the cause of certain atmospheric effects such as mirages or rippling
desert images). Every time a photon is absorbed, a Russian roulette algorithm based on the quantum efficiency
of the medium determines whether the inelastic scattering event takes place (causing volume fluorescence). The
simulation of both underwater and atmospheric effects is shown, providing a global illumination solution without
the restrictions of previous approaches.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Simulation of nature has always been one of the loftiest goals
of computer graphics, providing a rich range of visual phe-
nomena. Most of the times, the effect to be reproduced can
be faked using a top-down approach, where the final desired
result guides the implementation. This usually turns out rel-
atively fast, ad-hoc methods that yield more than acceptable
results. However, a physically correct simulation is neces-
sary in certain fields where accuracy is a must. Underwater
vision, driving simulators, the military, architectural light-
ing design etc. are fields where it is not enough to render an
image which resembles reality. Predictive algorithms must
be developed instead, where the image is the final visualiza-
tion of the physically correct data generated. A bottom-up
approach is then necessary: first, the basic laws of physics
that govern the phenomenon need to be described and fed to
the rendering system; the phenomenon itself will just be the
logical, inevitable output. This approach sacrifices rendering
speed in exchange for reliable, physically accurate numerical
data that can be used for purposes beyond image generation.

† e-mail: diegog@unizar.es

Two of the greatest sources of visually appealing phenom-
ena in nature are participating media and a varying index of
refraction. Participating media are the cause of such well-
known effects such as fog, clouds or blurry underwater vi-
sion, whereas a varying index of refraction yields mirages,
rippling images, twinkling stars or some spectacular sunsets.
Sources of inelastic scattering in ocean waters can greatly af-
fect visibility and alter its color, whereas distortions caused
by temperature differences can further alter the perception
of things in such environment. Simulating underwater res-
cue missions, laying submarine data cables or even the cor-
rect interpretation of ancient World Heritage sites can benefit
from an accurate description of light that includes an ampler
range of phenomena.

We present in this paper a physically-based spectral simu-
lation of light, solving the Full Radiative Transfer Equation
(FRTE) and applying Fermat’s law, which includes multi-
ple inelastic scattering as well as an accurate description of
the non-linear paths followed by the light rays in media with
a varying index of refraction. It is based on an extension of
the volume photon map algorithm presented by Wann Jensen
and Christensen [JC98]. The main contributions are a full
global illumination solution which supports non-linear light
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paths and is free of the restrictions of previous works, and
the physically-correct simulation of volume fluorescence in
participating media, caused by inelastic scattering, including
efficient computation of caustics. Atmospheric effects and
underwater imagery are simulated as case studies to demon-
strate the algorithm. To our knowledge, there is no previ-
ous research in computer graphics literature that models to-
gether physically-based inelastic scattering in participating,
inhomogeneous media where the index of refraction varies
continuously. Related previous works therefore span two dif-
ferent categories: inelastic scattering in participating media
and non-linear light propagation.

Rendering participating media is not a new field in com-
puter graphics, and an exhaustive review can be found
in [PPS97]. There are two types of scattering events in a
participating medium: elastic scattering, where no transfer
of energy occurs between wavelengths, and inelastic scatter-
ing, where such energy transfers do occur, from shorter to
longer wavelengths. Spectral global illumination algorithms
that handle participating media only take into account elas-
tic scattering, with the strategy consisting on decoupling the
solutions for each sampled wavelength, then adding them to
obtain the final image. No interaction between wavelengths
is computed. To the authors’ knowledge, the only previous
work that simulates volume inelastic scattering in participat-
ing media is owed to Cerezo and Seron [CS03], using a dis-
crete ordinate method. Unfortunately their method requires
both rectangular meshing of the geometry, as well as an an-
gular and spatial discretization which imposes high memory
requirements, thus limiting the complexity of the scenes that
can be reproduced (the problem is aggravated when simu-
lating highly anisotropic scattering). They also cannot pro-
vide a full solution, failing to render caustics. Surface inelas-
tic scattering works include [Gla95b] or [WTP01], but their
methods are not extensible to participating media.

With respect to non-linear ray tracing, the first method
to deal with non-straight light paths is owed to Berger et
al. [BTL90], refracting the ray according to Snell’s law in
each of a series of flat homogeneous layers, thus achieving a
piece-wise linear approximation of a curved path. This was
challenged by Musgrave [Mus90], who develops a purely
reflective model where rays follow a parabolic path, fol-
lowing the Kuhlar/Fabri physical model [FFLV82]. A more
general approach to non-linear ray tracing is proposed by
Gröller [Grö95], although the work does not study the influ-
ence of the index of refraction in the curvature of the rays, vi-
sualizing mathematical and physical systems instead. In the
paper by Stam and Languenou [SL96], the authors use geo-
metrical optics to describe how light bends if the index of re-
fraction of the medium varies continuously. They neverthe-
less fail to provide a physically-based analytical expression
for the index of refraction as a function of temperature and
wavelength, and solve the equations only for two specific
cases, thus losing generality. Seron et al. [SGGC05] imple-
ment a method of curved ray tracing capable of simulating

the inferior mirage and some sunset effects, although they do
not attempt to calculate any lighting, deforming pre-lit tex-
tures instead. In [HW01] gravitational light bending is visu-
alized according to the theory of general relativity, whereas
other relativity- and physics-related papers include the bend-
ing caused by neutron stars or black holes [Nem93], so they
cannot (nor pretend to) simulate the phenomena described in
this paper. Yngve et al. [YOH00] describe a simple method
to simulate the bending of light by interpolating a density
field, but they need to exaggerate the variation of the index
of refraction tenfold for the effect to be visible.

The paper is organized as follows: section 2 provides the
physically-based background, with an overview of inelastic
scattering, the FRTE and the Fermat’s law. In section 3 we
describe our extension of the volume photon map algorithm
to include inelastic scattering and curved light paths, with
sections 4 and 5 providing case studies of underwater im-
agery and atmospheric effects respectively. The discussion
of the results and some additional images are presented in
section 6, to finish the paper in section 7 with the conclu-
sions and future work.

2. Physically-based Framework

We now present the physical framework of our work, by
first introducing what inelastic scattering is, then deriving
the FRTE that needs to be solved to account for it. In or-
der to be able to compute non-linear light paths, we will use
Fermat’s law to obtain the correct trajectories.

2.1. Inelastic scattering

Inelastic scattering implies an energy transfer from wave-
length λ′ to λ, with λ′ < λ within the visible spectrum, and
gives rise to fluorescence and phosphorescence phenomena.
Fluorescence occurs when a molecule absorbs a photon of
wavelength λ′ (called excitation wavelength), and re-emits
it at a longer wavelength λ according to a fluorescence ef-
ficiency function Pf (λ). The time lapse between the two
events is 10−11 to 10−8 seconds, so for computer graphics
it can be taken as an instantaneous process. For pure sub-
stances, re-emission is isotropic and the wavelength of the
re-emitted photons is independent of the different excitation
wavelengths, although the intensity of the re-emission does
depend on them. Phosphorescence is a similar process, gov-
erned by the phosphorescence efficiency function, with the
main difference being that the re-emitted energy declines
with time according to a function d(t).

2.2. Full Radiative Transfer Equation

Usually, participating media algorithms solve the integro-
differential Radiative Transfer Equation (RTE), which takes
into account emission, absorption and elastic scattering, but
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does not yield a solution for inelastic scattering events. Fol-
lowing the notation in [JC98], and reformulating to include
wavelength dependencies, the RTE can be written as:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+σλ(x)Li,λ(x,−→w )−

αλ(x)Lλ(x,−→w )−σλ(x)Lλ(x,−→w ) (1)

where ∂L(x,−→w )
∂x

represents the variation of radiance L at a
point x in the direction −→w , α and σ are the absorption and
scattering coefficients, Le is the emitted radiance and Li is
the in-scattered radiance. Defining the extinction coefficient
as κλ(x) = αλ(x)+σλ(x) and integrating Li,λ over the sphere
Ω we get:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w ) (2)

which is the integro-differential, wavelength-dependent RTE
governing the transport of light in participating media, with
pλ(x,−→w ′,−→w ) being the phase function that defines the re-
emission direction. However, this equation does not account
for energy transfers between wavelengths, the phenomenon
known as inelastic scattering. To be able to compute these
inelastic scattering events, we need to develop the RTE equa-
tion further, by adding a term that accounts for such energy
transfers. This term can be expressed as a double integral
over the domains of the solid angle and wavelength:

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi

(3)

where αλi
is the absorption coefficient for wavelength λi (re-

member there is no inelastic scattering without previous ab-
sorption), f (x,λi → λ) is the function that governs the effi-
ciency of the energy transfer between wavelengths, defined
as the probability of a photon of λi being re-emitted at λ.
For fluorescence and phosphorescence, this phase function
is isotropic [Mob94]. Adding this term to the RTE (equation
2) we obtain the FRTE:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w )+

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi(4)

which is the equation that must be solved to take into account
multiple inelastic scattering in participating media, thus be-
ing able to render volume fluorescence effects.

2.3. Varying index of refraction in inhomogeneous
media

A varying index of refraction nλ defines an inhomogeneous
medium where light travels in curved paths. These curved
paths result in a distorted image, with the mirages being
probably the best known manifestation of the effect. To be
able to simulate this type of inhomogeneous medium, we
therefore need to obtain the curved trajectory of light as it
traverses it. The direction −→w in equation 4 therefore needs
to be recomputed at each differential step, accounting for
the changes in nλ. We obtain this corrected direction at each
step by solving Fermat’s law, which defines how light tra-
verses one given medium.

The following derivation of Fermat’s law uses the work
of Gutierrez et al. [GSMA04] and is not meant to be exhaus-
tive. As stated in [Gla95a], a ray of light, when travelling
from one point to another, follows a path that corresponds to
a stationary value of the optical path length (OPL). The OPL
is defined as the index of refraction times the travelled path
(or the distance the light would have travelled in a vacuum
during the flight time through the material), and in its dif-
ferential form it can be formulated as d(OPL) = ndl, where
l is the path travelled by the light ray. The equation shows
how light gets bent towards the areas with a greater index of
refraction, as Snell’s law also predicts for the boundary of
two homogeneous media. A stationary value corresponds to
a maximum or a minimum in the function, thus the derivative
equals zero. We can therefore write:

δ(OPL) = δ
Z B

A
ndl =

Z B

A
δndl +

Z B

A
nδ(dl) =

Z B

A

δn
δxi

δxidl +
Z B

A
nδ(dl) = 0 (5)

where xi are the vector components of l. Considering dxi as
variables and taking increments we get δ(dl) = dxi

dl δ(dxi).
Since light trajectories start and end at the stationary points
A and B, we get δxi(A) = 0 and δxi(B) = 0. Equation 5 then
results:

δL =
Z B

A

[

∂n
∂xi

−
d
dl

(

n
dxi

dl

)]

δxidl = 0 (6)

Since this equation must hold for any value of δxi, the
integrand must equal zero, so we finally come up with the
equation that must be solved to obtain the path followed by
light while traversing any medium, as a function of the index
of refraction at each point:

d
dl

(

n
d−→r
dl

)

−∇n = 0⇔
d
dl

(

n
dx j

dl

)

−
∂n
∂x j

= 0( j = 1,2,3)

(7)
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Figure 1: Error and rendering time (secs.) as functions of the error tolerance in the Dormand-Prince RK5(4)7M method for a
test scene.

where −→r = x j are the coordinates (x,y,z) of each point. This
equation cannot be solved analytically, and thus we must ap-
ply a numerical method. We now need to rewrite equation
7 in order to solve it in a more efficient way than the Euler
method presented in [GSMA04]:

d2x j

dl2 =
1
n

(

∂n
∂x j

−
dn
dl

dx j

dl

)

(8)

Doing the change of variable y j =
dx j
dl we obtain:

y′j =
1
n

(

∂n
∂x j

−
dn
dl

y j

)

(9)

where dn
dl = dn

dx j

dx j
dl . The change of variable can also be writ-

ten as:

x′j = y j (10)

Equations 9 and 10 define a system where x j represents
the position and y j the velocity at a given point in the trajec-
tory, which can be written in matrix form as:

(

x j
y j

)′

=

(

y j
1
n

(

∂n
∂x j

− dn
dl y j

)

)

(11)

This equation 11 has the form Y ′ = f (l,Y ), which de-
fines an Initial Value Problem with Y (0) = α. We solve this
problem by applying the embedded Runge-Kutta method
RK5(4)7M from the Dormand-Prince family. A detailed de-
scription of the method and the error tolerance can be found
in [DP80].

We have tested the implementation in a simple scene

where the index of refraction varies according to the equa-
tion n = 1 + ky, with y representing height, and k varying
from -0.1 to 0.1. This distribution of n can be solved ana-
lytically, so we can measure the numerical error against the
exact solution. Figure 1 shows the error of the Dormand-
Prince RK5(4)7M method as the tolerance is reduced, along
with the time it takes to reach the solution. As it can be seen,
error tolerances in the range of 10−8 to 10−12 yield good
results without much of a time penalty. Error tolerances be-
yond 10−14 start increasing rendering times considerably.

3. Extension of the Volume Photon Mapping Algorithm

Ray tracing techniques involve shooting rays into the scene
from the camera and following them to detect hits with the
geometry, then shooting shadow rays to the lights to find
out direct illumination. With curved light paths this turns
out to be highly impractical, though, since finding the ray
with the physically-correct curvature which goes from the
intersection point to the light is computationally very expen-
sive (or the solution might not even exist). Groeller [Grö95]
proposes three solutions: considering shadow rays to fol-
low straight paths, retrieving all lighting information straight
from the textures, and finally voxelizing the space and pre-
storing the approximated incident directions of light sources
for each voxel, by launching rays from the light sources into
the scene prior to the render pass. The first two are clearly
not physically-based, while the third only approximates the
solution with a preprocessing step.

In order to obtain a physically-based solution for multiple
inelastic scattering in inhomogeneous media with a varying
index of refraction n, we have extended the volume photon
mapping algorithm [JC98] to account both for volume fluo-
rescence and the distortions caused by the changing n.

For inelastic scattering, we need to model the possibility
of an absorbed photon being re-emitted at a different wave-
length. Equation 4 includes a term f (x,λi → λ) known as
wavelength redistribution function, which represents the ef-
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ficiency of the energy transfer between wavelengths. It is
defined as the quotient between the energy of the emitted
wavelength and the energy of the absorbed excitation wave-
length, per wavelength unit. Reformulating in terms of pho-
tons instead of energy we have the spectral quantum effi-
ciency function η(x,λi → λ), defined as the number of pho-
tons emitted at λ per wavelength unit, divided by the number
of absorbed photons at λi. Both functions are dimensional
(nm−1), and are related as follows:

f (x,λi → λ) = η(x,λi → λ)
λi

λ
(12)

A related dimensionless function that describes inelastic
scattering is the quantum efficiency Γ, defined as the total
number of photons emitted at all wavelengths divided by the
number of photons absorbed at excitation wavelength λi. It
is related to the spectral quantum efficiency function by the
equation:

Γ(λi) =
Z

λ
η(x,λi → λ)dλ (13)

Our extension to the volume photon mapping algorithm
includes a) solving Fermat’s law to obtain the curved trajec-
tory of each photon if the index of refraction varies (and also
for the eye rays shot during the radiance estimate phase),
thus being able to overcome the shadow ray problem pre-
sented above and to obtain a full solution including effects
such as color bleeding and caustics; and b) the inclusion of
the quantum efficiency Γ to govern the probability of an
inelastic scattering event. As shown in figure 2, once the
albedo-based Russian roulette determines that a certain pho-
ton has been absorbed by the medium, a second Russian
roulette based on the quantum efficiency determines whether
an inelastic scattering event takes place, and therefore the
photon has to be re-emitted at a different wavelength. This
is done by generating a random number ξin[0,1] so that:

ξin[0,1] →

{

ξin ≤ Γ Photon is re-emitted
ξin > Γ Photon remains absorbed

(14)

If re-emitted, the new wavelength must be obtained, for
which we must sample the spectral quantum efficiency func-
tion η(x,λi → λ) for the excitation wavelength λi. This can
be simply done by rejection sampling the function, but to in-
crease efficiency we perform importance sampling using the
inverse of its cumulative distribution function (cdf). A ran-
dom number ψ[0,1] therefore yields the new wavelength for
the re-emitted photon. Steeper areas of the cdf increase the
probability of a photon being re-emitted at the corresponding
wavelengths.

Figure 2 shows the basic scheme of the algorithm. The

Figure 2: Our extended volume photon mapping algorithm.

sequence of events in the original volume photon mapping
by [JC98] is represented inside the grey area.

4. Case Study: Underwater Imagery

We chose deep ocean waters as our first case study, given its
rich range of elastic and inelastic scattering phenomena and
the fact that it is a medium well studied by oceanographers.
Pure seawater absorbs most wavelengths except for blue: the
absorption coefficient peaks at 760 nanometers, and reaches
a minimum at 430 nm. The phase function p is modelled
as the phase function in pure sea water plus the phase func-
tion of the scattering by suspended particles, as proposed
in [Mob94] (p = pw + pp). For pure water we use a phase
function similar to Rayleigh’s:

pw(θ) = 0.06225(1+0.835cos2θ) (15)

while the scattering caused by particles is modelled using a
Henyey-Greenstein phase function with g = 0.924:

pp(θ,g) =
1−g2

(1+g2 −2gcosθ)3/2
(16)

It is very common in ocean waters to see a color shift rang-
ing from greenish to very bright green, or even yellowish.
These hue shifts are due to the variation in the concentra-
tion and type of the suspended microorganisms, mainly phy-
toplankton, which presents a maximum absorption at 350
nm. rapidly decreasing to almost zero beyond 500 nm. The
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Figure 3: Fluorescent ocean water in Cornell rooms. (a), (b) and (c) show varying concentrations of chlorophyll (0.05mg/m3,
0.1mg/m3 and 5mg/m3 respectively). (d) High concentration of yellow matter (5mg/m3).

most important element in the phytoplankton is chlorophyll,
which presents spectral absorption peaks in the blue and red
ends of the spectrum and is the most important source of
volume fluorescence in the waters. For chlorophyll, Γc(λi)
is wavelength-independent, with values ranging from 0.01 to
0.1 (we use the superscript c for chlorophyll). As with most
inelastic scattering event, the re-emission phase function is
isotropic.

Another important source of fluorescence is the Color
Dissolved Organic Matter (CDOM), also called yellow mat-
ter, present in shallow ocean waters and harbors. Γy(λi)
is also wavelength-independent, with values between 0.005
and 0.025, and re-emission is also isotropic [Haw92].

All the images in the paper have been rendered on a Be-
owulf system composed of six nodes, each one being a Pen-
tium 4 @ 2.8 GHz. with 1 Gb. of RAM. Figure 3 shows
different colorations of ocean water, according to varying
chlorophyll and yellow matter concentrations which trigger
inelastic scattering events with different probabilities. The
images were rendered with 250,000 photons stored in the
volume photon map and 200 photons used for the radiance
estimate. This high numbers are needed to obtain accurate
results, since we use the volume photon map to compute
both direct and indirect illumination. Direct illumination in
participating media with a varying index of refraction can-
not be efficiently computed using ray tracing techniques, as
explained at the beginning of section 3. The spectrum was
sampled at nine intervals. Below each picture, the result-
ing absorption and extinction curves (functions of the dif-
ferent concentrations of chlorophyll in the modelled waters)
are shown for each case. Image (a) shows little fluorescence
(low chlorophyll concentration of 0.05mg/m3), and the wa-

ters are relatively clear. When chlorophyll concentration in-
creases, fluorescence events become more prominent and
the image first gets a milky aspect (b), losing visibility and
reaching a characteristic green hue when chlorophyll reaches
5mg/m3. Image (d) shows fluorescence owed to yellow mat-
ter. The absorption function in this case has been modelled
after [Mob94]: ay(λ) = ay(440)−0.014(λ−440) where ay(440)
is the empirical absorption at 440 nm. Rendering times for
the images were six minutes.

5. Case Study: Atmospheric Phenomena

The images in this section illustrate some of the most rele-
vant effects in nature owed to curved light paths. To achieve
physically correct results we have modelled the Earth as a
sphere with a radius of 6371 units (one unit equals one kilo-
meter); the atmosphere is another concentric sphere with a
thickness of 40 kilometers. Taking the 1976 USA Standard
Atmosphere (USA76) [USG76], we first obtain a standard
temperature and pressure profile of the whole 40 kilometers,
with temperature decreasing at an approximate rate of 0.6◦C
per 100 meters. In order to curve light correctly according to
Fermat’s law, we need to obtain the wavelength-dependent
index of refraction as a function of both the temperature
and pressure given by the USA76. To do so, we follow the
method described in [GSMA04], by first obtaining density
as a function of temperature T (h) and pressure P(h) using
the Perfect Gas law ρ(h) =

P(h)M
RT (h)

, where M and R are con-

stants of values 28.93 · 10−3 kg/mol and 8.3145 J/mol ·K
respectively. The Gladstone-Dale law [GD58] relates n(λ,h)
as a function of both ρ(h) and n(λ), given by the expression:
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Figure 4: Simulation of several atmospheric phenomena.
Top: inferior mirage. Middle: superior mirage. Bottom: Fata
Morgana.

n(h,λ) = ρ(h) · (n(λ)−1)+1 (17)

The only missing function is now n(λ), which we obtain
from Cauchy’s analytical formula [BW02]:

n(λ) = a ·
(

1+
b
λ2

)

+1 (18)

where a and b depend on the medium considered (for air,
their values are a = 29.79 ·10−5 and b = 5.67 ·10−5). Sell-
meier [BW02] provides a slightly more elaborated formula,
but we have chosen Cauchy’s for efficiency reasons.

Combining equations 17 and 18 we finally obtain our pro-
file for n(λ,h), which we can alter at will to obtain the de-
sired effects. To interpolate the complete, altered profiles for
the whole 40 km. we use Fermi’s distribution, as proposed
in [VDWGL00].

The camera in the scenes is placed far from the mirages
at a specific height for each effect to be seen (they can only
appear if the observer’s line of vision forms an angle less
than one degree with the horizon). The error tolerance in the
Dormand-Prince RK5(4)7M method has been set to 10−9,
and the spectrum has been sampled in three wavelengths.
Figure 4 (top) shows our simulation of an inferior mirage,
which occurs when the ground is very hot and heats up the
air layers right above it, thus creating a steep temperature
gradient (30◦C in 20 meters). As a consequence, light rays
get bent upwards, and an inverted image of the Happy Bud-
dha and the background appears on the ground. The camera
is placed 10 meters above the ground. The image took 14
minutes to render.

Inversion layers are caused by an increase of air tem-
perature with height, reversing the standard behavior where
temperature decreases as a function of height. This happens
most commonly above cold sea waters, and the light rays get
bent downward, giving rise to the superior mirage. Figure 4
(middle) shows our simulation, modelling an inversion layer
with a temperature gradient of 23◦C. The apparent hole in
the mountains is actually formed by the superior inverted
image of the real mountains. The camera is placed also 10
meters above the ground, and the image took four minutes
and 32 seconds to render. The great decrease in rendering
time compared to the inferior mirage is owed to the simpler
geometry of the scene, since the far away mountains are tex-
tured low-resolution objects.

Maybe less known than the two previous examples, the
Fata Morgana occurs as a concatenation of both superior and
inferior mirages, and is a much rarer phenomenon. Figure
4 (bottom) shows our simulation with two inversion layers
with steep temperature gradients. There is an inferior mirage
image across the middle of the mountain plus a superior mi-
rage with the inverted image on top. The shape of the moun-
tain gets greatly distorted; the Fata Morgana has historically
tricked arctic expeditions, making them believe they were
seeing huge mountains that were just a complicated pattern
of upright and inverted images of the real, much lower hill
(Fata Morgana is in fact the name of a fairly enchantress
skilled in the art of changing shape, which she learnt from
Merlin the Magician). The camera is placed at 300 meters
(for the Fata to be visible it needs to be between the inver-
sion layers), and the rendering time was five minutes.

6. Discussion

The method described has been implemented in Lucifer, our
in-house global illumination renderer. It can handle multi-
ple inelastic scattering in inhomogeneous participating me-
dia with a varying index of refraction, thus rendering effects
such as mirages or fluorescence in ocean waters with full
lighting computation. It deals well with strong anisotropy
in the phase functions and the effects of backscattering,
since no discretizations of the scene must be performed,
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and thus the shortcoming of the only previous work on vol-
ume fluorescence [CS03] is overcome. It also supports real
light sources, with photometric data input specified in the
standard CIBSE TM14 format [CIB88]. This is a must for
predictive rendering and for generating physically accurate
data. The real light sources are sampled so that photons are
emitted proportionally to the distribution of the light, given
by its photometry.

Spectral images are calculated in high dynamic range, in
order to obtain accurate data from the simulations. For tone
reproduction purposes we map luminances to the display
based on the work by Ward et al. [LRP97] and Pattanaik
et al. [PTYG00]. To increase realism during the visualiza-
tion of the images, an additional operator has been added
which simulates the effects of chromatic adaptation in the
human eye. This operator is specially important in the real-
istic depiction of underwater imagery, where the cones in the
human eye might undergo a loss of spectral sensitivity after
having been exposed to the same wavelength for a long pe-
riod of time (underwater imagery being usually blue or green
mostly). The complete description of such operator can be
found in [GSMA04].

As stated in the introduction, the algorithm implemented
is general and physically-based. This allows us to use the
radiometric and photometric data obtained from the simula-
tions for any purpose other than rendering, such as profes-
sional architectural lighting or accurate simulations of deep
underwater vision, given the exact description of the lumi-
naire to be used and the water conditions. This accuracy ob-
viously increases rendering times compared to faked, ad-hoc
solutions. To improve efficiency, we impose an early light
path termination and an adaptive integration step while solv-
ing Fermat’s law. Choosing the Dormand-Prince RK5(4)7M
numerical method over the more standard Euler method has
produced speedups of up to 106.4. We have also used a par-
allel implementation on a six-PC Beowulf system of our
non-linear photon mapping algorithm, achieving additional
speedups between 4.2 and 4.8.

The non-linear photon mapping implementation allows us
to extend several sunset effects similar to the ones simulated
in [GSMA04], by including a thin layer of fog between the
observer and the sun. The solar disk gets distorted into dif-
ferent shapes, while light is scattered through the layer of
fog, thus achieving a "winter sunset" look (figure 5, left and
middle). Figure 5 right shows volume caustics generated by
a crystal sphere in a fluorescent medium.

Figure 6 shows several renders obtained with Lucifer. All
of them are lit by a Philips SW-type c© luminaire, speci-
fied according to the CIBSE TM14 format. The only light
source is immersed in the medium, so no caustics from the
interaction of sunlight with the surface appear. The medium
modelled does not emit light, although adding that to the
model is straightforward and would allow us to simulate
effects such as bioluminiscence in the water. Fluorescence

Figure 5: Sunset effects through a layer of fog. Left: flattened
sun. Middle: split sun. Right: Volume caustics in a fluores-
cent medium.

owed to inelastic scattering is computed according to the
varying concentrations of chlorophyll in each image (be-
tween 0.01 and 0.1mg/m3). The volume photon map in all
the images contains 500.000 photons, and the radiance esti-
mate used 250. Again, these high numbers are needed since
we compute direct lighting with the photon map. The top
two images represent a sunken boat along a Happy Bud-
dha in clear, shallow waters (left) or deep underwater with
a chlorophyll concentration of 0.05mg/m3(right). For the
bottom-left image, we have added a volume temperature
field that simulates a heat source outside the image as ex-
plained in [SGGC05], deriving the index of refraction us-
ing the formula n = 1 + To

T (no − 1) as proposed by Stam
and Languenou [SL96]. The distortions caused by the vary-
ing index of refraction are visible, similar to the character-
istic rippling in a real desert scene. The bottom-middle im-
age uses a smoke-like medium, modelled as a 3D turbulence
function, whereas the last to the right shows the effects of a
highly anisotropic medium. The images are 400 pixels wide
and took between 30 and 40 minutes to render, without any
penalty imposed by the anisotropy in the last image.

7. Conclusion and Future Work

We proposed a novel extension of the widely used photon
mapping technique, which accounts for multiple inelastic
scattering and can provide a full global illumination solution
in inhomogeneous media with a varying index of refraction,
where light paths are bent. No pre-lit textures are needed in
this case, since both direct and indirect lighting is calculated
from the photon map. The method is physically-based and
yields accurate high-dynamic results that can either be out-
put as an image to a display device (via tone mapping), or
used in other fields as raw data. Inelastic scattering is cal-
culated during the photon tracing stage, so the extra cost re-
quired is just a second Russian roulette per absorption. The
accompanying video shows the feasibility of the approach
for animations.

Practically all inelastic scattering effects in the visible
range of the spectrum mean a transfer of energy from shorter
to longer wavelengths. Nevertheless, the algorithm presented
in this work can handle rarer inelastic scattering events
where energy gets transferred from longer to shorter wave-
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Figure 6: Different images with inelastic scattering in participating media. Top left: very low chlorophyll concentration. Top
right: higher concentration yields more inelastic scattering events. Bottom left: distortions caused by a 3D temperature field.
Bottom middle: 3D turbulence field simulating smoke. Bottom right: highly anisotropic medium.

lengths (such as a fraction of the Raman scattering that oc-
curs naturally in several solids, liquids and gases [Mob94]),
since it does not follow a cascade, one-way scheme from
the blue end to the red end of the spectrum. The application
of these type of inelastic scattering to computer graphics is
probably just marginal, but the data generated can be very
useful to physicists or oceanographers. Adding phosphores-
cence effects could make use of the work by Cammarano
and Wann Jensen [CJ02], although a more straightforward
approach would be to use the decay function d(t) in each
frame. Any number of light sources can be used in the scene,
even with different photometric descriptions.

The bottleneck of the algorithm is solving the paths for
each photon and eye-ray using Fermat’s law. Although the
use of a Dormand-Prince method has drastically reduced
rendering times by two orders of magnitude, additional work
needs to be done to achieve near real-time frame rates. Im-
portance maps could be used for this purpose, although two
other promising fields of research lay ahead: the first one is
the implementation of the algorithm on GPUs, as proposed
by Purcell et al. [PDC∗03]. The second would try to take ad-
vantage of temporal coherence of light distribution, as pre-
sented by Myszkowski et al. [MTAS01].
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