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Fig. 1: Fast and accurate audio-visual target localization is essential in VR applications. However, head-body rotations induce a
mismatch between our auditory and visual perceptual spaces. This leads to an overestimation of the sound location with respect to the
visual in the rotation direction of the head, hindering precision and accuracy. In our work, we model the spatial localization acuity when
integrating audio-visual, vestibular, and proprioceptive cues during natural head-body rotations typical of VR applications. We first mea-
sure the spatial detection thresholds of perceived audio-visual mismatches under different head-body rotations, proposing psychometric
models to describe spatial audio-visual perception (left). We then show how our model can be leveraged to improve target localization
performance by applying an offset to the sound that compensates for the measured overestimation of the target location (right).

Abstract—Humans perceive the world by integrating multimodal sensory feedback, including visual and auditory stimuli, which holds
true in virtual reality (VR) environments. Proper synchronization of these stimuli is crucial for perceiving a coherent and immersive VR
experience. In this work, we focus on the interplay between audio and vision during localization tasks involving natural head-body
rotations. We explore the impact of audio-visual offsets and rotation velocities on users’ directional localization acuity for various
viewing modes. Using psychometric functions, we model perceptual disparities between visual and auditory cues and determine offset
detection thresholds. Our findings reveal that target localization accuracy is affected by perceptual audio-visual disparities during
head-body rotations, but remains consistent in the absence of stimuli-head relative motion. We then showcase the effectiveness of our
approach in predicting and enhancing users’ localization accuracy within realistic VR gaming applications. To provide additional support
for our findings, we implement a natural VR game wherein we apply a compensatory audio-visual offset derived from our measured
psychometric functions. As a result, we demonstrate a substantial improvement of up to 40% in participants’ target localization accuracy.
We additionally provide guidelines for content creation to ensure coherent and seamless VR experiences.

Index Terms—Virtual Reality, Audio-Visual Spatial Perception

1 INTRODUCTION

Humans perceive the world by multimodal sensory feedback, both
external (mainly visual and auditory) and internal (balance and body
position awareness) [35, 40]. This principle is also present in virtual
reality (VR) environments, where multimodality has been found even to
enhance the viewing experience [16,27]. However, to create a cohesive
perception of these stimuli, proper synchronization between different
sensory sources is essential [29, 34]. While visual information is our
primary cue to spatial perception, our acuity for visual target detection
is remarkably influenced by sound. For instance, adding audio to visual
stimuli can improve our ability to discriminate their motion [38]. More-
over, audio contributes to a better understanding of the environment,
leading to a more comfortable and immersive experience [17, 41].
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In this paper, we focus on the interplay of audio and vision during the
process of searching for and locating objects while rotating our heads.
Such rotation triggers a complex three-fold mechanism across visual,
audio, and proprioception sensations (i.e., body position awareness).
For instance, rapid head movements introduce ballistic changes on the
retina, which in turn leads to a degradation of the perceived auditory
space [25]. While this effect is specific to rapid head movements, it
evidences the intertwined nature of head movements and sound local-
ization perception. Locating objects by rotating our heads is a common
task in both VR and the physical world. Further, it has been found that
users in VR tend to exhibit more frequent head movements to fetch
targets than in the physical world [18]. However, our understanding of
target localization performance in natural, multimodal (audio-visual)
settings is still limited, particularly when considering various viewing
modes such as stationary viewing (e.g., film-watching), target pursuit
(e.g., gaming), or re-orientation (e.g., teleconferencing), all common
motions when consuming VR content. We aim to study the interaction
of visual, audio, and proprioceptive sensory modalities during target
localization under these different viewing modes. By developing a
quantitative model, we seek to gain deeper insights into these scenar-
ios. This study is an important step towards optimizing virtual content
and enhancing content creation, especially in cases requiring accurate
spatial localization.
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To achieve this goal, we measure and model the directional localiza-
tion acuity of VR users through psychometric functions when integrat-
ing visual, auditory, and proprioceptive cues. We explore four head-
body movements (Stationary, Pursuit and Slow/Fast re-orientation),
and examine different audio-visual offsets. Our analysis reveals differ-
ences in the point of subjective equality (when the visual and auditory
stimuli are perceived as aligned) and offset detection thresholds for the
different viewing modes. In particular, our results show that when the
head is aligned relative to the visual stimulus, regardless of whether it
remains static (Stationary mode) or is pursuing a target (Pursuit mode),
users exhibit a high degree of sensitivity in discerning misalignments be-
tween auditory and visual cues. However, when there is relative motion
between the head and the visual stimulus (Re-orientation mode), our
ability to detect audio-visual offsets is notably compromised, directly
impacting our audio-visual localization performance. Understanding
and quantifying the mismatch in audiovisual target localization there-
fore carries significant implications for practical VR usage. For ex-
ample, in competitive VR gaming scenarios where quick and accurate
audiovisual target localization is crucial, compensating for these per-
ceived disparities can lead to competitive advantages, as exemplified in
Figure 1 and demonstrated by our application in Sec. 4.1. Our proof-of-
concept experiment, implemented as an interactive VR game, shows a
significant increase in localization accuracy of up to 40% by applying
a compensatory audio-visual offset based on our measured psychomet-
ric functions. Our findings also have implications in VR storytelling,
where spatial audiovisual synchronization is critical for creating seam-
less and immersive user experiences during head rotations [28, 33]. In
Sec. 4.2, we derive practical guidelines to assist in achieving this goal.
Additionally, applications such as training and simulation, like military
or emergency response training, may greatly benefit from accurate
audiovisual target localization for effective decision-making.

We believe our research opens up new avenues for exploring the
boundaries of perceptual capabilities and performance in the develop-
ment of virtual and augmented reality (AR) interfaces and content. Our
source code and measured de-identified data can be found at https:
//graphics.unizar.es/projects/AV_spatial_perception/.

remo

2 RELATED WORK

Previous studies on sound localization acuity demonstrate outstanding
precision in discerning sounds with horizontal spatial separations of
over 3◦ [14, 31]. Researchers have also explored the concept of au-
ditory motion parallax, showing that head movements contribute to
improved spatial localization [13]. Nevertheless, when it comes to judg-
ing the localization of moving audio during head rotation, a perceptual
error arises, since we can only compensate for 85% of the mismatch
introduced by the speed difference between head- and world- coordi-
nates [10]. Moreover, rapid head movements can perceptually compress
the auditory space and interfere with an accurate sound localization [25].
Some studies have attributed the distortion of the perceptual auditory
space to a misperceived head-on-trunk orientation [24] or vestibular
stimulation [45]. A similar phenomenon takes place within the visual
system, where saccades, which are swift and ballistic eye movements,
contribute to enhancing spatial localization. By shifting the point of
focus to different stimuli within the field of view, saccades enable the
formation of high-resolution images of the environment [4]. However,
these rapid and ballistic eye movements can also introduce significant
distortion in visual-spatial perception, resulting in a perceptual com-
pression of the visual space [36]. Hence, it has been established that
perceptual disparities are likely to emerge under diverse head move-
ment conditions, affecting both visual and audio spatial localization
separately. As such, disparities are anticipated to manifest as well in
audio-visual localization.

Audio-visual stimuli spatial localization is a multimodal process,
in which both sensory signals are integrated to estimate the spatial
location. This integration process is a complex paradigm in which
multiple factors can affect the result. Vision usually predominates
multimodal integration [32]. However, under different conditions, this
predominance can change. For instance, audio dominates audio-visual

integration mechanisms when the reliability of visual information is
reduced [12]. As in purely auditory or visual perception, head and eye
movements can also influence multimodal integration. For example,
Lewald and Karnath [26] showed that if a visual stimulus is introduced
during head rotation, the distortion of auditory space is mitigated. One
possible explanation is that the visual stimulus suppresses the vestibular
nystagmus effect, which causes a shift in the mean eye position relative
to the head in the direction of rotation [1]. This hypothesis was further
analyzed by Van Barneveld and John Van Opstal [46], whose results
show that the perceived spatial location of auditory sources is shifted
in the direction of the eyes. This suggests that the presence of a visual
stimulus in audio-visual stimuli may induce an eye eccentricity that
causes a perceptual audio-visual spatial disparity when integrating both
stimuli.

Previous works have also studied the influence of binding effects
between auditory and visual stimulus on multimodal integration under
spatial incongruities [5]. The existence of cognitive links between au-
ditory and visual stimuli such as time synchrony or semantic meaning
can infer a binding wherein visual and audio cues are integrated as
a unified audio-visual stimulus, even if they are spatially misaligned.
Several studies have explored this phenomenon, attempting to identify
the spatial offset threshold beyond which the unified integration is bro-
ken. However, due to the complexity of this phenomenon, factors such
as the participants’ training, type of sound [44], device [22], or position
in the field of view [3] influence the reported thresholds, making it chal-
lenging to establish a definitive threshold. This binding effect has also
been analyzed in augmented and virtual reality environments. Kytö et
al. [22] reported greater spatial limits for AR than in real environments,
while the study performed by Kim and Lee [19] in VR showed more
conservative limits.

In this paper, we focus on measuring the perceptual localization of
audio-visual stimuli featuring a spatial offset. Specifically, to the best
of our knowledge, we are the first to explore the impact of users’ natural
self-head and -body rotation (i.e., active rotation) on this task. Our
study does not specifically target the cognitive binding effect between
auditory and visual stimuli but instead aims to characterize the accuracy
in perceiving the relative spatial position between them while modeling
the perceptual disparities introduced by head-body rotations. As our
experimental setup replicates natural movements performed in VR, we
show how the insight found in our study can directly be applied to
enhance target localization in real applications.

3 MEASURING AUDIO-VISUAL SPATIAL DISPARITY

A perceptual disparity exists when a pair of spatially misaligned au-
ditory and visual stimuli are perceived as being aligned or vice versa.
To measure these potential disparities, we designed and performed a
psychophysical experiment, under various self-motion conditions to
simulate natural movements in VR. From the participants’ responses,
we fitted a psychometric curve that models perceptual audio-visual
disparity for the different viewing modes.

Participants. The study was conducted with 22 participants
(ages 22 - 43) including seven females, with no participants iden-
tifying themselves as non-binary, not listed, or prefer not to dis-
close. All participants provided written consent and reported normal
or corrected-to-normal vision and audition. The research protocol was
approved by the Comité de Ética de la Investigación de la Comunidad
Autónoma de Aragón (CEICA).

Hardware. We experimented with an HTC Vive Pro Eye head-
mounted display (HMD) and its integrated Tobii eye-tracker. This
HMD has a display resolution of 1440×1600 per eye, a field of view
of 110 degrees, and a frame rate of 90 fps. Our experimental setting
features controlled audio-visual stimuli, which minimize the potential
influence of optical distortions. Furthermore, the HTC Vive Pro, which
has been extensively employed in perceptual studies, has an end-to-end
latency of under 80 milliseconds [6]. This latency level falls within
the standard range for VR systems and consistently remains below the
Just Noticeable Difference (JND) threshold for perceived audio-visual
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Fig. 2: (a) Diagram representing the two rotation directions and eleven sampled offsets applied to the auditory stimulus with respect to the visual
stimulus, ranging from ao=−30◦ to ao=+30◦. (b) Visual stimulus shown to the participants. (c) Representation of the four viewing modes evaluated.
Left : Stationary mode in which the audio-visual stimulus is presented statically right in front of the participant. Center: Pursuit mode in which a
dynamic audio-visual stimulus, performing a semi-circular trajectory with a velocity of 50◦/s, is observed by the participant instructed to follow it.
Right: Slow and Fast re-orientation modes in which participants perform a head-body rotation at 50◦/s and 25◦/s while passing over an audiovisual
stimulus that remains static in the middle of the semi-circular rotation trajectory. Participants’ rotation velocity is guided by a fixation cross. Refer to
Section 3 for further details on the experimental conditions and to Section 3.1 for an in-depth analysis of the study’s results.

synchrony [47]. We performed a five-point eye-tracker calibration be-
fore each experiment phase and measured head and eye parameters
at a frequency of 120 Hz. Participants remained in a standing posi-
tion during the whole experiment. A retractable cord was attached
to the ceiling to manage the HMD cable and avoid interference with
participants’ rotations. The directional audio was reproduced by the
incorporated HTC Vive Pro headphones using the Steam Audio SDK,
which implements a generic Head Related Transfer Function (HRTF)
with 5◦ of resolution in the horizontal plane.

Stimulus. The visual stimulus consisted of a Gaussian patch of 5◦
of visual angle with a maximum contrast level of 1. It was rendered at
a distance of 5 meters with respect to the participant. The stimulus was
displayed against a grey background environment with a contrast level
of 0.73, which is perceived as an intermediate contrast level (Figure 2.b).
The auditory stimulus consisted of white noise in the whole audible
band, from 20 to 20,000 Hz. We established eleven possible longitu-
dinal offsets ao in the location of the auditory stimulus with respect
to the visual stimulus (Figure 2.a). Both visual and auditory stimuli
were presented simultaneously for 2 seconds, appearing concurrently
to support the perception of a cohesive audio-visual stimulus.

Conditions The audio stimulus location ao was presented
at various relative horizontal offsets to the visual stimulus:
0◦,±5◦,±10◦,±15◦,±20◦,±30◦; where 0◦ indicates that the audio-
visual stimulus was perfectly aligned, while −,+ indicate that the
auditory stimulus was placed to the left or right, respectively, of the
visual stimulus. In addition to sampling these offsets, we also de-
signed four different viewing modes resembling common motions in
VR experiences, illustrated in Figure 2.c:

1. Stationary: The audio-visual stimulus was presented statically
in front of the participants while their head remained stationary.

2. Pursuit: The audio-visual stimulus moved with constant velocity
following a semi-circular trajectory (from 0◦ to ±180◦) with a
5-meter radius. The velocity was set to 50◦/s, which is the mean
head velocity found in VR when not fixating [42]. Both left
and right rotation directions were included. Participants were
instructed to follow the stimulus with their gaze, allowing for
natural head and body rotation.

3. Fast re-orientation: The audio-visual stimulus remained static
at 90◦ with respect to the participants’ starting head orientation.
An auxiliary dynamic fixation cross was added to guide rotation
speed. The fixation cross followed the same trajectory as de-
scribed in the Pursuit mode for the audio-visual stimulus, moving
with a velocity of 50◦/s. Participants were instructed to follow the
cross with their gaze, while allowing for natural head and body
rotation. Both left and right rotation directions were also included.

4. Slow re-orientation: Similar to the previous mode, the auxiliary
cross moved on a semi-circular trajectory but at a slower speed of
25◦/s. We created these two re-orientation conditions since our

pilot studies revealed a potential influence of this velocity, which
we also aim to explore (see Section 3.2 for further details).

We opt for horizontal offsets primarily because audio exhibits better
spatial resolution along this axis [14]. Additionally, in both VR and
the real world, most relevant content is predominantly concentrated
around the equator, resulting in more frequent and rapid horizontal
rotations [15, 42].

Following recent work on motion perception in VR [39, 50], our ex-
periment allowed for natural head-body rotations instead of restricting
participants’ movements and artificially simulating motion. According
to prior art, passive rotation such as the one induced by wheelchairs or
rotatory platforms influences the spatial perception of auditory [13] and
visual stimuli [48, 49]. Hence, it is crucial to investigate the effects of
active self-rotation, which more closely resembles real-world scenarios
where users freely navigate the VR environment. However, allowing
for natural motion introduces some variability as accidental rotations
may occur. To address this, we analyzed head motion and eye track-
ing data to ensure that participants behaved as expected and met the
experiment’s requirements (Section 3.2).

Procedure We conducted a two-alternative forced-choice (2AFC)
experiment with a method of constant stimuli, following previous lit-
erature for detection thresholds [8, 21, 39]. Participants’ task was to
determine whether the auditory stimulus was to the left or to the right of
the visual stimulus after each trial. We followed a full-factorial design
in which all participants experienced the four different viewing modes
with the eleven possible offsets a0. Additionally, each offset ao was
sampled three times for each condition and we also explored both left
and right rotation directions when applicable. This resulted in 33 trials
for the Stationary viewing mode, and 66 trials for the Pursuit, Fast re-
orientation, and Slow re-orientation modes. To prevent sickness caused
by frequent changes in speed, participants completed all the trials for
each viewing mode before moving on to the next. The order of the
viewing modes and offsets within each viewing mode was randomized.
Additionally, four test trials were introduced at the beginning of each
experimental condition to familiarize the participants with the task and
procedure. To prevent participants’ fatigue, we established a break after
each 33 trials (approximately four minutes). The entire session had an
average duration of 45 minutes. We acquired 5,082 trials in total.

3.1 Psychometric Fitting
With the collected binary responses from the 2AFC task, we apply psy-
chometric modeling and perform statistical analyses. We first compute
the proportion of rightward responses (the audio being perceived as
coming from the right of the visual stimulus) for each of the varying
offsets of the auditory stimulus with respect to the visual stimulus.
Then, we fit a psychometric function ψ to estimate each participant’s
thresholds for detecting audio-visual misalignments. This also allows
us to determine the longitudinal location at which the auditory stim-
ulus is perceived as fully aligned with the visual stimulus, known as
the point of subjective equality (PSE). This corresponds to ψ = 0.5,



which is equivalent to chance-level performance. Following previous
work [39], we select a logistic function S as a core function for ψ ,
which is denoted as:

S(ao;m,w) =
1

1+ e−2log( 1
α
−1) ao−m

w

, (1)

where m is the PSE at which the visual and auditory stimuli are per-
ceived as aligned such that S(m) = 0.5. We set α as 0.05, thus the
width w of the logistic function is defined as S−1(1−α)− S−1(α).
Then, our psychometric function ψ is expressed by the logistic function
S and the upper (γ) and lower (λ ) asymptotes as:

ψ(ao;m,w,λ ,γ) = γ +(1−λ − γ) S(ao;m,w). (2)

Asymptotes γ and λ , commonly referred to as stimulus-independent
lapses, shift based on erroneous answers unrelated to ao (e.g., loss of
focus). Following Schütt et al. [37], we use Bayesian inference to
fit the psychometric function ψ , assuming an equal asymptote condi-
tion where stimulus-independent errors are equally probable for both
“rightward” and “leftward” answers. In accordance with standard pro-
cedure in psychometric experiments [22, 39], we express as DT25% the
detection threshold for audio offsets to the right of the visual stimulus
(ψ = 0.25), and as DT75% the detection threshold for audio offsets to
the left of the visual stimulus (ψ = 0.75). Hence, the width between
DT25% and DT75% defines the region of low sensitivity to misalign-
ments between audio and visual stimulus known as the confusion region.
To ensure reliable model generalization, we carefully filter out unreli-
able participants with generally poor task performance. Specifically,
participants must achieve at least 75% answer accuracy corresponding
to the extreme offset values (i.e., ao =−30◦,30◦). From the original
pool, two participants who identified as female did not satisfy this
restriction. Figure 3 and Table 1 display the fitted psychometric func-
tions, as well as the obtained PSEs and DTs for the different viewing
modes and left and right rotations. Please note that while the figures
show pooled data across participants for simplicity, our analysis and
insights are derived from the distribution of individual participants’
psychometric functions.

3.2 Analysis and Discussion
In this section, we report and discuss the main insights of our analysis.
Please refer to the supplementary material for the complete details of
the statistical analysis.

Viewing mode. We first investigate the audio-visual spatial per-
ception for the four viewing modes: Stationary, Pursuit, Fast re-
orientation, and Slow re-orientation. We found that participants exhibit
high detection sensitivity for audio-visual offsets in Stationary and Pur-
suit modes. However, in Slow and Fast re-orientation modes, they tend
to overestimate the location of the auditory stimulus toward the self-
rotation direction. The PSEs and DT for each condition are visualized
in Table 1.

In Stationary and Pursuit modes, the high sensitivity to slight mis-
alignments is evidenced by the narrow width (<10◦) between DT25%
and DT75% (see first three rows of Table 1). Moreover, the PSEs are
between -4◦ and -1◦, close to the area occupied by the visual stimulus
(−2.5◦ to 2.5◦). This suggests that participants accurately localize
the audio co-located with the visual. That is, we observe no spatial
disparities in the perception of audio-visual stimuli when the head is
relatively stationary to the visual stimulus. This observation holds
both when the head and stimulus are static (Stationary), or when the
head is rotating in solidarity with the stimulus (Pursuit). This also
suggests that using a generic HRTF to reproduce the sound may be
sufficiently precise for effectively discerning the location of the sound
source, potentially reducing the need for a personalized HRTF. Having
verified that our data adheres to a normal distribution (Shapiro-Wilk
test, p > 0.05 for all conditions), we conduct a repeated measures
ANOVA. We employ Dunn-Bonferroni post-hoc tests with Bonferroni
correction to identify any significant variations among the PSE values
across the four viewing modes. The statistical analysis, performed on
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Fig. 3: Psychometric analysis of viewing modes. Left: The x-axis shows
the offset ao applied to the auditory stimulus with respect to the visual
stimulus. The y-axis shows the proportion of trials in which the sound
was perceived as being to the right of the visual stimulus. Each point
represents the participants’ pooled answers while error bars indicate the
standard error. The horizontal gray line represents the point of subjective
equality (PSE), the azimuthal location at which the sound is perceived as
fully aligned with the visual stimulus. The horizontal error bar indicates
the confidence interval for the PSE. The dotted lines show the asymptotes
γ and λ . Rotation direction is color-coded in purple (right rotation) and
gold (left rotation). Right: Gaussian distribution of eye eccentricities for
each condition, with its mean µ and standard deviation σ .

per-participant PSEs, revealed no significant differences between the
Stationary and Pursuit (both left and right rotations) modes (p = 1.0),
suggesting similar behavioral patterns between them. Both conditions
favor the alignment of the head with the audio-visual stimulus, which
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The PSE shifts toward the direction of head rotation when velocity increases.

has been reported by previous studies to improve the detection of spatial
misalignments [3, 22].

On the other hand, in the Slow and Fast re-orientation modes, partic-
ipants displayed a significant PSE shift towards the opposite direction
of head rotation, significantly different with respect to the Stationary
mode (p < 0.05). Specifically, participants tend to perceive the location
of the auditory stimulus as shifted toward their head rotation direction.
This is evidenced by the leftward/rightward shifts in the psychometric
curves during right/left rotations. The shift in the curves can also be
observed in the PSE and DT values shown in the last four rows of Ta-
ble 1. This indicates a perceptual discrepancy between the auditory and
visual stimuli in these modes, where participants perceive the stimuli
as aligned when they are actually not, and vice versa. Regardless of
the presence or absence of perceptual disparity, our experimental con-
ditions consistently show a slight PSE shift towards the right, aligning
with previous findings that indicate a rightward bias in human auditory
spatial perception [7, 43].

The detection thresholds found for audio-visual offsets in the
Stationary and Pursuit modes align with the minimum threshold angle
required to discriminate the location of two sounds in non-VR/AR
environments [14, 31]. These thresholds are more conservative than
those observed in VR/AR [19, 22]. This indicates that participants
are more acute in detecting misalignments when they receive specific
instructions to identify the location of the auditory stimulus compared
to when their task is limited to assessing alignment between the stimuli.

Rotation velocity. Given the perceptual disparity between the
auditory and visual stimuli towards the direction of rotation in the Slow
and Fast re-orientation modes, we investigate how the relative velocity
of the head rotation influences this disparity. This factor represents the
main distinction between these modes and the Stationary and Pursuit
modes. We found that audio-visual disparity in re-orientation modes
expands with increased head velocity relative to the stimulus. We an-
alyze three velocities for both left and right rotation directions: 0◦/s
(Stationary), 25◦/s (Slow re-orientation), and 50◦/s (Fast re-orientation).
We designed these velocity values to strike a balance between experi-
ment tractability and sensitivity in detecting meaningful effects, as it
was not feasible to sample higher velocities in order to maintain a fixed
stimulus exposure time of two seconds within a field of view of 110◦.

Figure 4 displays the psychometric functions fitted for the three
different velocity conditions for both rotation directions. As shown in
Table 1, the absolute offset ao at the PSE increases with the magnitude
of the rotational velocity. This indicates that higher velocities result in a
greater perceived misalignment toward the direction of rotation. To as-
sess whether the ao at the PSE is significantly different among the three
velocities, we conducted a statistical analysis using repeated measures
ANOVA with Dunn-Bonferroni post-hoc tests and Bonferroni correc-
tion for multiple comparisons due to the normal distribution of our data
(p > 0.05 for all conditions, Shappiro-Wilk test). Our analysis of the

distribution of per-participant psychometric fits revealed significant dif-
ferences (p < 0.05) between the PSE values for left and right rotation in
the Slow and Fast re-orientation modes. Significant differences are also
observed between 0◦/s, 25◦/s, and 50◦/s velocities while left rotation
(p < 0.05), although no significant difference was found between 25◦/s
and 50◦/s velocities while rotating right (p = 0.14), which could be due
to the rightward bias in human’s auditory perception [7, 43].

Table 1: Values for the PSE, left detection threshold DT25%, and right
detection threshold DT75% for all the experimental conditions. The dif-
ference between the detection thresholds is denoted as width25%−75%,
which indicates the confusion area when participants cannot reliably
identify the misalignment of the offset.

Viewing mode Rot. Direction DT25% PSE DT75% Width25%−75%

Stationary - -6.14◦ -1.98◦ 2.17◦ 8.32◦

Pursuit Right -8.48◦ -3.72◦ 1.04◦ 9.52◦
Left -5.38◦ -0.97◦ 3.44◦ 8.82◦

Slow re-orientation Right -14.68◦ -8.78◦ -2.88◦ 11.80◦
Left -3.15◦ 2.26◦ 7.68◦ 10.82◦

Fast re-orientation Right -21.06◦ -13.54◦ -6.03◦ 15.04◦
Left 1.90◦ 9.52◦ 17.14◦ 15.23◦

Head velocity control. The analysis of participants’ self-motion
behavior is a critical aspect of our experiment. Since we do not explic-
itly control nor restrain their movement, we examine whether partici-
pants’ behavior aligns with the expected responses for each condition
(Section 3). Specifically, we quantitatively assess the mean head ro-
tation velocity for each trial using the recorded HMD data. The dis-
tribution of head velocities for each mode was analyzed to confirm
experimental requisites were met (Table 2), and 3% of the trials with
outlier velocities (1.5×IQR method) were removed from the data pool.

Table 2: Mean, first quantile (Q1), and third quantile (Q3) head veloc-
ities for the four experimental conditions. The head velocities met the
experimental conditions of 0◦/s, 50◦/s, 25◦/s, and 50◦/s for the Stationary,
Pursuit, Slow re-orientation, and Fast re-orientation respectively.

Velocity (◦/s) Q1 Mean Q3

Stationary 0.07 0.32 0.43
Pursuit 50.06 52.7 54.96
Slow re-orientation 25.98 27.5 28.65
Fast re-orientation 48.32 50.95 53.47

Eye eccentricity Previous research has revealed the influence of
eye eccentricity on audio-visual perception [46]. Therefore, we assess
the eye eccentricity’s impact on participants’ spatial misalignment per-
ception that is exhibited in the re-orientation modes. Our results show
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Fig. 5: Application results. Left: Participants’ accuracy at identifying the target audio-visual stimulus (i.e., villain) among the non-target visual-only
stimuli. It significantly increases with the compensation offset. Middle: Representation of the default setup where the audio is completely aligned
with its corresponding visual target (yellow). However, the head-body rotation induces a shift in the PSE, causing a perceptual bias to the right
(purple). Right: Instead, we apply a compensatory leftward shift to the auditory stimulus. The shift value is suggested by our measured PSE. As a
result, the audio was accurately perceived as emitted from its corresponding visual stimulus.

that eye eccentricity is not a major cause of the audio-visual spatial
disparity. We measure the longitudinal eye eccentricity, representing
the difference between eye and head gaze vectors, as the large circle dis-
tance between the longitudinal eye and head coordinates for each trial
timestamp. We show in Figure 3.b the distribution of eye eccentricities,
which exhibit a Gaussian distribution whose sigma slightly increases
when head rotation is present. In the Fast Re-orientation mode, eye
eccentricities are centered around 0◦ for both rotation directions, re-
sembling the distribution found in the Stationary mode. Whereas Slow
re-orientation exhibits a slight shift of the distribution of eye eccentric-
ity toward the opposite direction of rotation. Therefore, although eye
eccentricity can potentially induce a slight PSE shift, particularly in the
Slow re-orientation mode, our findings for the Fast re-orientation mode
do not support eye eccentricity as the primary cause of the perceptual
disparity with our experimental conditions. Instead, as discussed above,
we attribute this effect to the head velocity relative to the stimulus.

4 APPLICATIONS

We present two main applications of our psychometric study. Firstly, we
leverage the measured points of subjective equality (PSEs) to enhance
target localization. We compensate for the perceptual disparity while
rotating, enhancing users’ target localization. Our approach has the
potential to improve task performance, reduce response times, and
enhance overall user engagement. Secondly, we propose guidelines for
content creators to reduce or eliminate user confusion, since inconsis-
tencies and misalignments between auditory and visual stimuli can lead
to cognitive dissonance and negatively affect user experience [20, 23].

4.1 Enhancing VR Audio-Visual Target Localization
Target acquisition and localization are essential tasks in VR applica-
tions such as training, video watching, or gaming. In those scenarios,
visual targets commonly appear with audio, which may be the primary
distinctive cue (e.g., diegetic sound). However, our experimental results
in Section 3 suggest that users’ performance in localization may be
suboptimal during re-orientation with rotation velocities relative to the
audio-visual target (see Section 3.2). In such cases, sound localization
is biased toward the direction of head rotation and it may produce spa-
tial confusion, particularly in scenes with multiple targets. We present
a proof-of-concept experiment demonstrating how our detection thresh-
olds can improve VR users’ target localization accuracy via guided
spatial sound placement. This experiment also allows us to assess our
measured PSEs under more complex audio-visual scenarios.

Participants Fourteen participants were recruited. Six identified
themselves as male and seven as female, and one preferred not to
disclose their gender (ages 20 - 57). All participants reported normal or
corrected-to-normal vision and hearing, and filled an informed consent.

Initial Orientation

T1
T2 T3

T4

Fig. 6: Application setup. Participants rotate from the initial orientation
180◦ to take the pistol. While rotating, one of the four targets emits a
sound. Once participants take the pistol, they are asked to select the
visual target producing the sound (i.e., villain). The auditory stimulus
activates when the visual targets enter the FoV during rotation and
stop when they move out of the FoV, which happens when participants
face the pistol.

Participants were naive to the aim of the experiment. The research
protocol was approved by the Comité de Ética de la Investigación de la
Comunidad Autónoma de Aragón (CEICA).

Stimuli To simulate realistic application scenarios, we designed
and conducted an experiment using a cartoonish-western video game.
The game consists of a target identification task, wherein participants
must accurately identify the villain amongst four possible characters
(see Figure 6). The villain is distinguished from the null targets as the
only one generating a reloading of a pistol sound, while the null-targets
are purely visual. The four targets are presented at ten meters from the
participant with a separation of 15◦ and a size of 5◦ of visual angle. The
sound associated with the villain can appear either aligned or shifted
to the left. We leverage the thresholds found in our previous study to
compensate for the shift of the PSE. By placing the sound at the PSE
(i.e., to the left of the visual stimulus when the participant is rotating to
the right), participants will correctly associate the sound with the visual
stimulus. Following a conservative approach, we use the PSE found for
the Fast re-orientation mode (-13.54◦), although participants are likely
to move faster than 50◦/s.

Procedure We focus on the right or clockwise rotation due to the
high perceptual PSE shift. From an initial orientation of 0◦, participants
were instructed to rotate to the right to grab a pistol at 180◦ (see Fig-
ure 6). While they were rotating, the villain emitted a sound. Once they



acquired the pistol, they were asked to select the target they thought
was the villain. The villain can be either one of the four visual stimuli
and his sound can be completely aligned or present the offset to the left.
Each combination of target, and offset or non-offset is sampled five
times. Therefore, our experiment consists of 40 trials, in which the four-
teen participants repeated each offset and non-offset condition 20 times,
resulting in 280 samples per condition. We ran a power analysis [9]
which indicated that our sample size (N > 12) is sufficient to detect
large and medium effect sizes greater than 0.25 with a significant level
of α = 0.05. The order of the trial conditions was randomly selected.
We included five additional trials to familiarize participants with the
task. The entire experiment lasted ten minutes on average.

Results The participants’ ability to accurately identify the villain
among the non-target individuals is shown in Figure 5. Accuracy, de-
fined as the median proportion of correct identifications, was 38% for
the default target localization, indicating a poor localization of the vi-
sual stimulus associated with the audio when both are spatially aligned.
However, when we placed the sound at the PSE location, thus rectifying
the overestimation of sound in the rotation direction, the accuracy sig-
nificantly increased, reaching 78% of correct answers. We perform the
non-parametric Friedman test since our data does not follow a normal
distribution (Shapiro-Wilk, p < 0.05), revealing a significant differ-
ence (χ2 = 7.14, p < 0.05) between conditions’ accuracy. Notably,
when the audio appears completely aligned with the villain, participants
consistently selected the visual stimulus positioned to the right of the
villain as the source of the sound (see default target localization in Fig-
ure 5). This behavior can be observed in the discernible shift towards
the upper region of the diagonal in the confusion matrix presented in
Figure 7, which shows the distribution of participants’ answers for each
visual stimulus for the four different possible villains. This finding
confirms the presence of sound overestimation in the rotation direction,
as observed in our previous study detailed on Section 3.2. On the other
hand, when we place the auditory stimulus at the PSE, the distribution
of participants’ answers concentrates in the diagonal, indicating that the
perceptual disparity has been compensated. The mean rotation velocity
of participants was 140.52◦/s, which as expected, is notably higher than
the measured in our previous study. This speed can be attributed to the
design of this application, where we did not impose any restrictions
on the participants’ rotation speed, mimicking real-world conditions
where individuals naturally choose their movement speed. This show-
cases how even with the rough approximation of the PSE at 50◦/s, we
can achieve a significant increment in target localization accuracy on
real-unconstrained applications.

Our results suggest that compensating for the perceptual audio-
visual disparity is possible by placing the sound at the PSE. This
allows for improving the target localization ability of users in VR
applications. Moreover, no participant reported noticing alterations
in audio placement, thus we achieved enhancing target localization
while being completely imperceptible for participants. This proof-of-
concept experiment further confirms the generalizability of our findings
to natural and novel conditions, showcasing their potential to optimize
existing VR applications with uncontrolled user head rotations.

4.2 Guidelines for Content Generation
Our findings regarding spatial disparities in audio-visual perception can
guide the design of VR content. For instance, we can predict confusion
regions in 360◦ scenes, where users may have difficulty identifying the
origin of a sound when rotating their heads. This may create confusion
when determining which visual stimulus is responsible for the sound,
especially in complex and cluttered scenes, which in turn may lead to
decreased engagement.

We illustrate this in Figure 8 for a promotional video of the popu-
lar game Clash of Clans obtained from YouTube1. We represent the
psychometric curves fitted for our Fast re-orientation condition as a
heatmap, where warmer colors indicate a higher likelihood of wrongly
identifying the corresponding region as the sound source. The confu-
sion region for both rotation directions with a head velocity of 50◦/s

1https://www.youtube.com/watch?v=yVLfEHXQk08

Percived Target

T
ru

e 
Ta

rg
et

T1 T2 T3 T4

Enhanced Target Localization

Percived Target

T
ru

e 
Ta

rg
et

T1 T2 T3 T4

T
1

T
2

T
3

T
4

T
1

T
2

T
3

T
4

Default Target Localization

Fig. 7: Confusion matrix representing the distribution of participants’
answers. Left: Default target localization in which the audio is completely
aligned with the visual stimulus. Right: Enhanced target localization
where audio presents our compensation offset. The x-axis represents
the visual stimulus perceived by participants as the audio-visual stimulus,
and the y-axis represents the actual audio-visual stimulus (i.e., villain).
When no correction is applied, participants tend to select visual stimuli
to the right of the actual audio-visual target. However, when we apply
the offset (values at the diagonal), participants accurately identify the
audio-visual target.

(mean head rotation velocity for re-orientation movements [42]) is illus-
trated by the pink areas overlayed on the frame, ranging from −17.4◦
to −1.9◦ and from 21.06◦ to 6.03◦ with respect to the sound source
(see Table 1). Hence, any visual stimulus within that particular area has
the potential to be linked as the source of the auditory stimulus.

In addition to the user rotating their head, other potential sources
of audio-visual misalignments can hamper the VR experience, such
as latency issues, transmission delays, or errors introduced during the
encoding and decoding of the audio and video signals. The temporal
synchronization of audio and visual signals is heavily influenced by
these factors, and the presence of moving characters may result in
spatial misalignments. Our experiments reveal the asymmetry of the
permissible spatial errors between auditory and visual stimuli must
not exceed ≈ 6◦ to the right of the visual stimulus, and ≈ 2◦ to the
left. These conservative limits correspond to the detection thresholds
observed in the Stationary mode, and thus apply even when users are
static, looking straight ahead to an audio-visual stimulus.

5 LIMITATIONS AND FUTURE WORK

While our research offers new insights regarding the spatial acuity of
VR users during natural head-body rotations, there are still potential
areas for future research and improvement. Currently, our psychometric
models focus exclusively on spatial aspects and do not account for
semantic factors. We briefly examined edge parameters for audio
volume, bandwidth, and contrast level during pilot studies, and the
effect appears consistent across various conditions. Our enhanced
target localization application confirms consistent effects across various
environments, using more complex stimuli than those employed during
our measurements. Nevertheless, future work should explore how
these different aspects may alter spatial perception. Due to the need
for tractability in our experiments, we sampled a sparse set of three
velocities to study the impact of rotation speed, revealing a linear
increase in the PSE shift. However, it is also possible that the perceptual
shift observed during rotations does not continue to increase indefinitely,
but instead reaches a maximum value. Further investigations should
therefore focus on refining the model to capture the potential non-linear
relationship and/or identify the upper limit of the perceptual shift.

Although we do not explore a dynamically adaptive offset compen-
sation, future work could investigate the dynamic adjustment of the
offset based on head rotation velocity. This would require a prelimi-
nary user study to assess if the effect is persistent under this condition,
and a head velocity predictor to estimate the next rotation velocity
to apply the correct offset. Nevertheless, we show how even without
dynamically adapting the offset, we already mitigate the perceived

https://www.youtube.com/watch?v=yVLfEHXQk08
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Fig. 8: Guidelines for content generation. Left: Frame (equirectangular projection) of a 360◦ promotional video of the popular game Clash of Clans.
Right: Close-up view of the region marked on the frame. The orange cross indicates the source of the sound emitted by the depicted character. The
probability of actually perceiving the character as the source of the sound according to our measured psyschometric functions is represented as a
heatmap on top for both left and right rotation directions. Warmer colors indicate a higher probability and vertical dashed lines (dark pink) display the
PSEs. All other characters near the dashed lines are likely to be wrongly perceived as the source of the sound. See Table 1 for exact PSE and DT
values.

audio-visual mismatch in unconstrained scenarios. Furthermore, ex-
ploring whether training can partially mitigate this perceived offset
presents an intriguing avenue for research. Prior studies indicate that
the brain may exhibit a degree of plasticity, potentially enabling it to
adapt to spatial misalignments between audio and visual stimuli [2, 30].

Additionally, our current model is established by assuming individ-
ual targets and isolated movements. However, real-world situations
frequently involve users performing complex actions that encompass
multiple targets or continuous movement sequences. Therefore, an
essential future avenue is to broaden our measurement to those scenar-
ios. One potential direction is to utilize multiple points of reference
to measure and minimize the corresponding perceptual discrepancies,
such as accounting for spatial triangulation [11]. Furthermore, our
research opens the possibility of personalized psychometric functions
that consider individual differences. By incorporating a calibration step
into VR applications, it becomes possible to tailor the experience to
each user’s specific perceptual characteristics, leading to individualized
granularity in spatial acuity.

6 CONCLUSION

In this work, we have focused on measuring the spatial localization
acuity of audio-visual content during head-body rotations in VR en-
vironments. While some previous works have studied audio-visual
mismatches in the context of binding effects [5], we attempt to develop
the first model for directional acuity localization in VR users. Our
study addresses an essential gap in the VR literature by investigating
the relationship between audio and vision during target localization
tasks involving natural head-body rotations. This has practical implica-
tions for VR applications where users encounter dynamic audio-visual
environments. We study the impact of different viewing modes, closely
resembling common movements in VR applications. To our knowledge,
we are the first to explore this effect across these viewing modes, pro-
viding valuable insights into the integration of auditory and visual cues
under natural head-body rotations. By consolidating our experiments
incorporating natural head-body rotations, we gain a deeper understand-
ing of how active movements, which stimulate the vestibular system
and trigger strong proprioceptive signals, can impact the perceived spa-
tialization of audio-visual stimulus. Through our experiments, we have
found for the first time a consistent overestimation of the auditory stim-
ulus toward the rotation direction. This perceptual shift phenomenon
is significantly influenced by the relative motion between the target
and users, highlighting the relevance of considering dynamic factors
in spatial perception. Therefore we systematically characterize how
target localization accuracy is influenced by perceptual audio-visual
disparities related to stimuli-head relative motion, a novel insight in the

field. Leveraging VR technology, we ensure control and reproducibility
to study perception in ecologically valid environments. Further, pre-
vious works even suggest that audio-visual localization effects in real
environments may also be reflected in VR, making it a powerful tool
for exploring real-world perception. We aim to establish a valuable
foundation by reporting and measuring this perceptual audio-visual
discrepancy across various typical motions and rotation speeds in VR.

Looking ahead, we envision that our findings pave the way for
future exciting research to advance personalized spatial perception in
complex and multisensory virtual environments. We hope to take a
step closer to the ultimate goal that users with VR/AR may surpass
our performance limits even in the physical world, with the co-pilot of
computational optimization of virtual content. To this end, our data,
analysis, and code are available at https://graphics.unizar.es/
projects/AV_spatial_perception/.
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